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ABSTRACT

A method is proposed that allows finite-difference (FD) simula-
tion of room acoustics to incorporate extended-reacting porous el-
ements without adding major computational cost. The porous el-
ements are described by a rigid-frame equivalent fluid model and
are incorporated into the time-domain formulation through auxil-
iary differential equations. By using a local staggered grid scheme
for the boundaries of the porous elements, the method allows an
efficient second-order scalar approach to be used for the uniform
air and porous element interior regions that make up the major-
ity of the computational domain. Both the scalar and staggered
schemes are based on a face-centered cubic grid to minimize nu-
merical dispersion. A software implementation running on GPU
shows the accuracy of the method compared to a theoretical ref-
erence, and demonstrates the method’s computational efficiency
through a benchmark example.

1. INTRODUCTION

The acoustic simulation of enclosed spaces is important in many
applications, from the architectural design of performance halls
and recording studios to the production of synthetic audio effects
for music, cinema and virtual acoustics. In large rooms, such as
performance halls, these simulations are usually performed using
a geometrical acoustics approach such as ray or beam tracing [1]].
In smaller rooms wave-based methods become necessary to accu-
rately represent diffraction and modal behavior, but unfortunately
such methods are computationally intensive. A range of wave-
based methods has been applied to this problem, with finite differ-
ence (FD) [2] [3] [4] amongst the most popular, thanks in part to
its suitability for implementation on GPU [3] [6] [[7] [8].

One of the challenges in room acoustics is to accurately model
the impact of various absorptive elements and surfaces in a room.
This can include furniture and wall and floor coverings, as well as
treatment panels or modules that are purposely added to alter the
acoustics of the space. The behavior of such elements is often ap-
proximated with a locally reacting boundary assumption that sim-
plifies the analysis [9] [10], but which may introduce significant
errors. Problems appear for example when absorbing panels are
present that have significant air gaps [11] [12] [13]. A more ac-
curate approach is then to compute the 3-D acoustic propagation
inside of any porous media as part of the overall simulation.

FD methods have been described that calculate such extended
reaction in 2-D [14] and 3-D [[15]], making use of idealized models
for the porous medium and conventional staggered Cartesian grids.
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More recently, 3-D discontinous Galerkin methods have been de-
scribed that allow for a more general equivalent-fluid model (EFM)
[16] [[L7], whereas EFM-based FD methods have been shown in
up to two dimensions [18]] [19]. Meanwhile, non-Cartesian FD ap-
proaches have been demonstrated that improve computational effi-
ciency [20] [21] [22], but these schemes have not yet been adapted
to allow the modeling of extended reaction.

The aim of this paper is to describe a FD method that extends
the non-Cartesian face-centered cubic (FCC) scheme to include
the simulation of porous media described by a general frequency-
dependent EFM, thus enabling the simulation of extended-reacting
elements with higher computational and memory efficiency than
previous approaches. To the author’s knowledge, this is the first
time that a wave-based room acoustics method incorporating ex-
tended reaction is demonstrated at full audio bandwidth.

The paper is organized as follows. Section 2] describes the
background of compact FD schemes, including a short discussion
on dispersion error and computational efficiency. Section [3| then
describes the internal porous volume update that is part of the new
approach, and this is followed by a description of the porous vol-
ume boundary updates in section[d.2} The latter section also details
the staggered FCC grid that is used at the boundaries. Section [3]
shows results obtained through a GPU-based software implemen-
tation, and section 6] provides a short summary of conclusions.

2. FINITE-DIFFERENCE SCHEMES

2.1. Yee scheme

Room acoustics analysis usually starts with the linearized equa-
tions of continuity and conservation of momentum

dp = —poc’V - v 4))

poat'v = —Vp (2)

where p represents the scalar pressure field, and v the velocity vec-
tor field. The constants pg and c represent the static fluid density
(kg/m®) and propagation speed of sound (m/s) respectively.

To achieve satisfactory results at higher frequencies, viscother-
mal losses can be incorporated through a post-processing step as
described in [23] or [24], which avoids impacting the complexity
of the computations through addition of a loss term in (2).

A common approach to solving the first-order system of Eqgs.(T)
@) is to discretize them on a so-called Yee grid [25]], where the
pressure and particle velocities are interlaced in both space and
time [4]], [2]:
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The underlined variables in these formulas denote grid functions
that approximate their continuous counterparts:
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where k and h are the temporal and spatial grid steps respectively,
and ¢ and n are discrete indices:

1= (iayiy,iz) €Z°, neZ’ (7)

The operators d;+ and 6;— are first-order forward and backward
difference operators defined here as

T 1 n n
dup" =2 (0" "), bt = (00—

and 0,4+ and Jd,_ stand for spatial difference (vector) operators.
Throughout this paper, bold emphasis will be used to distinguish
vector quantitites and operators from scalar ones.

2.2. Standard leapfrog scheme

Egs. (I) and (@) can also be combined to form a scalar wave equa-
tion for the pressure:

Oup = 2 Ap )

This second-order equation can then be discretized as
Sup = c*dap (10)

where ;4 is a second-order time-difference operator defined as

3 1 n 3 T —
5“Ei = E(Ei+1 7291' +Bi 1) (11)

and 0, is a discrete Laplacian operator

sap” = % (Q? - GE:) (12)

with Q7 representing the sum of the nearest neighbors of Bf:
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Substituting (TT) and (I2)) in (I0) and using the Courant number
A := ck/h, leads to the scalar update equation

P = —pi T 4+ (2 60)p! + N QY (14)
This formula is often referred to as the "standard leapfrog" scheme
[26]], abbreviated as SLE. In [27] it is shown that this scheme and
the Yee scheme are equivalent, and produce results that are identi-
cal to within machine precision. The SLF scheme is usually prefer-
able over the Yee scheme, because it requires less computer mem-
ory and fewer computational operations [27].

Figure 1: Pressure field positions of a face-centered cubic (FCC)
grid, shown in relation to an associated Cartesian grid.

2.3. Face-centered cubic scheme

Other schemes for the wave equation can be formulated by consid-
ering expanded stencils for the Laplacian operator [20]. A compact
stencil of particular interest for room acoustics is the face-centered
cubic (FCC) stencil [28] [21], so called because its nodes lie on a
non-Cartesian face-centered cubic grid, which is defined by:

4= (i, iy, i) € {Z° : (ix + iy +iz) (mod 2) =0}  (15)

From the illustration in Figure[T]it can be seen that each node
on the FCC grid is surrounded by twelve nearest neighbors, result-
ing in a 13-point compact Laplacian stencil. If we use the vector
1, to represent the relative coordinates of the nearest neighbors of
a given grid node, the Laplacian operator for the FCC scheme can
be written as:

12
n 1 Ul "
0ap; = 53 (Z P~ 12pi) (16)
m=1
By substituting P} := 235:1 B?+ ... » this can be simplified to:
n 1 n n
620} = = (B3 —120]) an

Then, using the second-order time operator of (TI), the update
equation for the FCC scheme follows as:

2
gt =t ) el Tt a)

The principal benefit of the FCC scheme lies in the fact that
it exhibits higher computational efficiency than other compact FD
schemes, as shown by Hamilton and Bilbao in [21]. To achieve a
fair comparison, the analysis in the reference maximizes the grid
steps in each scheme for a given numerical dispersion error, while
also satisfying the stability constraint of each method.

A recent study [29]] finds that the threshold of human percep-
tion lies around 2% dispersion error for spaces with shorter echo
times, as typically found in small acoustically treated spaces such
as mixing rooms. At this error level, the analysis in [21]] finds
that the FCC scheme is 11.3 times more efficient than the SLF
scheme, and this ratio will be around double when FCC is com-
pared to the Yee scheme [27]. Because all previous FD methods
for extended reaction have been based on the Yee scheme [14]] [[15]]
[[18]] [19], this provides clear motivation for the development of an
FCC-based approach .
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3. EXTENDED-REACTION FD SCHEME

3.1. Equivalent fluid model

For the purpose of room acoustics, the propagation of sound in
porous media is commonly described with a rigid-frame equivalent-
fluid model (EFM) [11]. In this approximation, the frame of the
material is assumed motionless, and the air inside it is replaced
macroscopically by an equivalent free fluid with a complex bulk
modulus and effective density that both depend on frequency. The
acoustic equations for the domain 2p of the porous volume, can
then be formulated in the frequency domain as

jup=—-K(W)\V-0, xe€Qp (19)

jub = —R(w)Vp, x€Qp (20)

Here, ¥ and p denote Fourier-transforms of the corresponding time-
domain variables. The complex frequency-dependent quantities
K (w) and R(w) represent the EFM estimates for the medium’s
effective bulk modulus in N/m? and the inverse of its effective
density in m®/kg respectively. Combining (9) and (20) leads to
the Helmholtz equation

Wwp=—RW)K(w)Ap, xe€Qp Q1
A primary condition for the validity of the EFM is that wave-
lengths are much larger than the characteristic dimensions of the
pores [I11].

A variety of EFMs have been proposed based on empirical
and/or phenomenological justifications; see for example sections
2.5, 5.4 and 5.5 of [L1]]. For the results in this paper, the Allard-
Champoux model was used, described in [30]]. With ambient con-
ditions defined by a static pressure pp = 1.2kg/m?>, a Prandtl
number of 0.702, an adiabatic index of 1.40 and a static pressure
of 101,320 N/m2, Egs. (5) and (6) of [30] provide the model
formulas as:

Rw)™ = 1.2+ (—0.0364X 2 — jo.1144x ~H)*  (22)
529.64 + (2.82X 2 + j24.9X1)'/?
§21.17 4 (2.82X 2 + j24.9X —1)1/2

The intermediate variable X in these formulas is defined as X :=
pof /o, with f = w/27 as the frequency in Hz, and o representing
the flow resistivity of the material in Nm~*s.

K(w) = 101320 (23)

3.2. Auxiliary differential equations (ADE) method

In order to solve either (21)) or the combination of (19) and (20)
in the time domain, the method of auxiliary differential equations
(ADE method) will be used, described in [31] and previously ap-
plied in [[16], [17], [32] and [19], amongst others.

The ADE method consists in approximating the inverse effec-
tive density and effective bulk modulus with limited-order rational
functions in the frequency domain, then formulating the inverse
Fourier-transformed system with a set of additional state variables
called accumulators, and determining these accumulators through
a set of auxiliary differential equations that are solved alongside
the acoustical equation(s). The benefit of this approach is that
it avoids computationally expensive convolutions in the time do-
main, instead performing a limited number of additional state vari-
able computations.

Due to the passive and non-resonant nature of conventional
porous materials, it is sufficient to approximate the equivalent fluid
properties with only real poles [32], such that the partial fraction
expansions can be written as follows

Kr~ Ko+ Ailf _Arkm (24)
m=1 NK,m + ]w

R~ R, + Af ARivm (25)
=1 IR,m + jw

for M i and M g fractions respectively. The poles (—n), residues
A, and high-frequency limit values Koo, Roo in this approxima-
tion are found through a fitting procedure such as the method of
vector-fitting [33]] used here. For stability, the poles should be con-
strained to be negative or zero (n > 0)

It will also be useful to approximate the product of Rand K,
in a similar manner:

. ) ) MRK
RK ~ Roo Koo + Z

m=1

A
RK,m : (2 6)
NRK,m + Jw
Using this expression, an approximation for the inverse Fourier
transform of (ZI)) can be obtained as

MRrK
8ttp(t) ~ RooKooAp(t) + Z ARK,m¢>RK,77L(t) (27)

m=1

where ¢ ri,m are accumulator variables that satisfy the auxiliary
differential equations defined as:

OtPrK,m + NREmPRE,m = Ap,Ym € [1, Mgrr] (28)

3.3. Porous medium update in FCC scheme

Let us now define three non-overlapping sets of nodes for the finite-
difference grid. An interior porous volume set P, is defined as the
set of grid nodes that are inside of the porous region and for which
all the nearest neighbors are also inside the region. The air interior
set P, similarly contains all nodes that are in air and whose neigh-
bors are in air also. Finally, the boundary set P} consists of all
nodes which are separated from at least one neighbor by a porous
volume boundary.

For the nodes in Pp, a finite-difference update can then be

derived in two steps. In the first step, grid functions ¢ R ATE

computed to approximate the continuous accumulators ¢ rx,m by
evaluating a discretization of (28) at each time step:

sty (2 — knrr.m) -3
YRK,m,i (2 4 knRK7m)7RK,m,i
2k

+ ——0ap", VYme[l,M 29
(2 + knRK,‘"L) ABT’ [ RK] ( )
where 04 is the discrete Laplacian operator from (I6), and 9, has
been approximated with the §, operator defined in (8).

For the second step, an update formula of the pressure values is
derived from by replacing p with the grid function p, applying

Note that the (eT7«*) time convention used here is opposite that of
the negative time convention used in [31], explaining the different sign
appearing in the fraction denominators in Eqgs. 24) (23) (26).
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the second-order operators deﬁned in (TT) and (T6), and interpolat-

ing between (;5 R K 'm.4 and ¢ PR K .4 L0 ensure that the accumulator
term is centered at time index n:

7 k Roo n n n n—
Pt = — (B = 12p)) + 2] —p !
M
k2 RK
Z ARK,m (QSR;Qm P ¢RK ) (30)
m=1

4. POROUS-VOLUME BOUNDARY UPDATE

4.1. Staggered FCC grid

Because the material properties are discontinuous across bound-
aries of the porous volume, the wave-equation based approach of
section @ can not be used for the nodes in Pp. Instead, a stag-
gered scheme will be used that makes it possible to formulate a
finite-difference approximation of the first-order system of Egs.
(T9 @20). This scheme is part of a family of staggered formula-
tions that can be derived from a finite-volume framework for iso-
hedral cell shapes, described in [34].

For this study, the scheme will be described using a staggered
grid that is created by complementing an FCC pressure grid with a
set of six velocity subgrids. The velocity subgrids are each created
by translating the nodes ¢ of the FCC grid with one of six grid
offset vectors j,, defined as

1! o1 (0 1!
31:25 1], _72:25 1], 13::§ 0
0 1
1 0 Gl
. 1 . 1 . 1
Ja ::i -1 s Js ::Q 1 s Je :25 0
0 -1 -1

Scalar velocity grid functions v; ;, ; can be defined on each of
these six subgrids to approximate the value of the velocity field in
the direction of its associated grid vector:

Vyipg, @ v(hE+hgy) - (G/115) (32)

The staggered grid formed by the combination of these sub-
grids is depicted in Figure[J] Similarly to the Yee grid, the velocity
points are located at the midpoint between adjacent pressure nodes
and only a single component is stored for each velocity point.

Using this grid, we can now define a discrete velocity diver-
gence operator as

6

1
2V2h Z (yl,iﬂ'l - Ql,i—jl) (33)

=1

(0z— -v), ==

and a discrete gradient operator for the pressure as

(davp,), = fh (i, — ;) (34)

Applying these operators to (I) and () results in a staggered FD
scheme as follows:

6
n+1 pOC ntl n+
oetp; " = T ovan & E , (Ul i U 2gl> (335)

n+i 1 n n
-1y H'zﬂz - _p()\/ih (QiﬂL?jz B Bl) (36)
The equivalence derived more generally in [34] can be verified
by applying a 6;— operator to (33) and substituting (36). This leads
to the following second-order FD expression:

2 6
C n
=S ((gmjl +1) ) +12p" ) 37)
=1

which, upon substitution of (§)) for the difference operators results
in the same expression as (I8).

(5157 5t+£?+

Figure 2: Depiction of the local staggered face-centered (FCC)
grid. The blue spheres denote the pressure subgrid, and different
colors are used to distinguish each of the six velocity subgrids. For
visual simplicity the plot only shows the twelve velocity nodes that
are directly adjacent to the central pressure node.

4.2. Staggered-scheme boundary update

The system to be solved on the boundary is obtained by applying
the ADE method to the inverse Fourier transforms of Eqs. (I9) and
([20), with use of the rational approximations (24) and @23):

Mg
Op=—KooV v — Z AR mOPK,m (38)
m=1
Mg
oo = —RVp — Z AR»md)R,m (39)
m=1

where
815(]51(,7” + 7]K,m¢K,m =V.v, VYme [1,./\/[1(] (40)
and
6t(z)R,'rn + nR,md)R,m = Vp? vm € [17 MR} (41)
A FD formulation can now be obtained for the pressure nodes
in P by applying the divergence and gradient operators from (33)

and (34) to Egs. (38) thru (), resulting in

A e ~g"+%)i
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n+%

no1 R
— 2 n
Viigy, = Uiiy, — kRoo (5‘”&),

—R,m,1,l

k Mr 1 1
2 > Arm (?Zﬁf,i,z + P ) “3)
m=1
and the associated accumulator updates

¢n+1 _ (2 - an,m) 2k

LK,m,t

Vm e [1, Mk] (44)

ney @ knRm) ooy 2k ( n)
ZR,m,i,l (24 knr,m) “Rmil | (24 knr,m) =+P; L’

Vm € [1, Mg] (45)

In these equations, the accumulator variables for the continuity and
momentum equations are shifted by k/2 from each other in time
in order to ensure that both updates remain centered.

Figure [3] depicts a 2-D cross section of the grid, illustrating
the transition between the regular FCC grids used in the air and
porous volume sections, and the staggered FCC grid used at the
boundaries. The local (staggered) grid needs to include at a min-
imum all pressure nodes that are separated from one or more of
their nearest neighbors by a porous-volume boundary. For each
of these pressure nodes, the evaluation of (@2)) requires that all the
adjacent velocity values are computed and stored as well.

air———>»<—— porous volume —»<——air

Figure 3: 2-D cross section showing the local staggered grid at
the boundaries of a porous volume. The blue spheres indicate the
pressure nodes of the local grid (Py), and the red and violet tri-
angles indicate the associated velocity nodes in the viewing plane.
The internal pressure nodes of the air (P,) and porous volumes
(Pp) are shown in light and dark grey respectively. A raster in
the background shows how the nodes are positioned relative to the
Cartesian grid spacing (h).

4.3. Rigid boundary conditions

At the edges of the domain, rigid boundary conditions are applied
that enforce zero particle velocity normal to the boundary: v, =
0. In the domain covered by the staggered grid this is implemented
simply by setting the corresponding velocity values resulting from
(@3) to zero, prior to the evaluation of @2). In the air and porous
volume internal domains, the boundary condition is implemented
by modifying the Laplacian operator: any "ghost points" that are
located across from a boundary are removed from the summation
in (I6), and for each removal, the constant factor 12 on the right is
reduced by 1.

1
= L LA S LS
2+ an,m)QK,ma (2 + knic.m) ( 2 )

5. PRACTICAL RESULTS

5.1. Implementation

The method described in this paper was implemented as a C++
computer program, making use of the CUDA programming inter-
face to access GPU compute capabilities. New CUDA Kernels
were developed for the updates (30) (29) on the porous volume in-
ternal domain and updates (33) (36) @4) (@3) along with updates
for the rigid boundary conditions adjacent to porous volumes. Ker-
nels for the air update (T8) and for rigid boundary conditions next
to the air domain were borrowed from Hamilton’s open-source FD
program named PFFDTD to save development effort [35].

In order to facilitate efficient GPU data access on the staggered
grid, linked data structures were constructed that avoid expensive
spatial search operations. The preparation of this data from input
geometry was implemented making use of the OpenVDB library
of sparse volumetric data structures and tools [36].

5.2. Comparison against theory

An absorber configuration is considered at normal and 45° angles
of incidence 6, as shown in Fig. El The configuration consists of a
10cm thick porous panel that is separated by a 20cm thick air gap
from a rigid boundary. The height and width of the domain are
both 16m, and its length is 5.3m for the case of normal incidence,
and 18.3m for the oblique incidence case. Initial conditions are set
up to generate a plane wave with a 4cm wide raised cosine shape,
starting at 10cm to the left of the left-most absorber edge. The
pressure is computed at the midpoint on the surface of the porous
panel and is truncated in time to avoid contamination by spurious
reflections due to the finite domain and absorber sizes. The grid
step (h) is 1 cm. The porous medium properties are defined by
Egs. @2) @3) with po = 1.2kg/m? and a flow resistivity value
of ¢ = 10,000Nm *s, which is situated in the typical range for
commonly used reticulated foams.

The coefficients of Egs. (24) (23) ([26) were found by using the
method of vector fitting [33], in which two poles were used to fit
each of R and K, and three poles were used to fit the product RK.
It was found that for the above parameter values, these fit orders
were sufficient to fit the Allard-Champoux model within 0.32%
maximum relative error over a frequency range of 20 to 4,000 Hz.

In order to compute the surface impedance of the absorber, an
incident-wave pressure p; is first computed by removing the ab-
sorber from the simulation. This response is than subtracted from
the response with the absorber to yield the reflected-wave pressure
pr. By taking the FFT of both p, and p; and then dividing the
two, a frequency-domain reflection coefficient R is found, from
which the surface impedance Z and absorption coefficient o can
be computed through [11]:

7 = M (46)
cos @ (1 — R)
and
a=1-R|” @7

For comparison of the simulation against theory, an exact an-
alytical formulation is used for the surface impedance of multilay-
ered fluids at oblique incidence, provided in section 3.4 of [11]].
The results along with the theoretical reference are shown in Figs.
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and@for the incidence angles of 0° and 45° respectively. In both
cases the absorption shows a close match to the theory.

A brief comment should be made here about errors due to the
non-conforming grid, also referred to as staircase errors. Gen-
erally, an issue arises due to staircasing when absorbing local-
reacting boundary conditions are applied, resulting in significant
angle-dependent errors in the energy absorption, that do not re-
duce when the grid step is refined [[10]. These errors are due to
incorrect effective surface-area of the applied boundary condition.
Because the extended-reaction absorber modeling described here
is volumetric in nature, it does not exhibit this type of error, as
supported by the fact that both modeled angles yield absorptions
that are close to the theoretical values. On the other hand, a new
type of error may appear when modeling thin structures, because
the non-conforming grid can cause errors in the effective absorber
thickness. Further analysis of this limitation should be conducted
as part of follow-up work.

! f

16m 8m

8m

L 45°

Figure 4: Geometry of the validation test with gapped absorber.
(a) Test case for normal incidence. (b) Test case for 45° incidence.
The porous absorber thickness (10cm) and air gap size (20cm) are
shown exaggerated four times for visual clarity. The thick lines
around the outside represent rigid boundary conditions. The red
vertical lines mark the position of the plane wave initialization,
10cm to the left of the left-most absorber dimension.

(a) (b)

5.3. Efficiency results

As a benchmark case for the computational and memory efficiency
of the method, a configuration was used consisting of a rectangu-
lar room with a 10 cm thick porous panel hanging 20 cm below
the ceiling, as well as a vertical free-standing porous panel with di-
mensions of 1.8 m height by 1.2 m width and 20 cm thickness. Di-
mensions of the room are 5m X 5m X 4m yielding a total volume of
100 m?, and the simulation was run at resolutions of & = 10.0mm
and h = 3.07mm in terms of the Cartesian grid step, giving a max-
imum of 2% numerical dispersion for frequencies up to 6.2 kHz
and up to 20 kHz respectively.

Figure [7| shows an early-time visualization of the wavefront
propagation, where a point-source is used with a 20 cm wide single-
cycle sine excitation. Partial transmission, reflection, and refrac-
tion of the pressure signal are visible at the porous barriers as ex-
pected.

The performance results for this benchmark model are sum-
marized in Table [I] for impulse-response simulations with a du-
ration of 1s, executed on a RTX A5000 GPU with 24GB video
RAM. The timing data shows that the addition of the extended-
reaction modeling results in a moderate additional cost in compute,

R
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Figure 5: Simulated impedance and absorption coefficient at in-
terface of absorber for a normal incidence plane wave, with com-
parison to theory.

with 27% of the total GPU time being spent on porous medium
updates in the full-bandwidth simulation, and 45% in the 6.2 kHz
case. The results imply that, for smaller-sized rooms at least, it is
feasible with this method to perform simulations up to full audio
frequency range on a single workstation GPU.

Experimentally, the porous volume updates were found to be-
have in a stable manner at least up to the stability limit ck/h < 1
of the FCC scheme in air. This result aligns with the fact that the
wave propagation velocity in porous volumes is lower than in air.
A formal analysis of the stability conditions should be undertaken
as follow-up work.

6. CONCLUSIONS AND FUTURE WORK

In this paper a new finite-difference (FD) method was described for
the computation of acoustical impulse responses in rooms that in-
clude rigid-frame porous media. By combining second-order face-
centered cubic (FCC) updates in the uniform subdomains with a
staggered grid formulation on the boundaries, the method makes it
possible to include extended-reaction effects at only a limited extra
computational cost.

An experimental GPU-based software implementation was de-
scribed, and results were presented. A theoretical test case was
shown to provide validation for the accuracy of the method and a
benchmark case was used to quantify the computational and mem-
ory performance. The benchmark results demonstrate that it is
possible to compute extended reaction in a small room up to full
audio-bandwidth on a single GPU.

The method behaved in a stable manner during the experi-
mental tests, however, a formal analysis of the stability condi-
tions should be performed as part of follow-up work. Future work
should also quantify the impact of stairstep error when modeling
thin absorber structures.
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Figure 6: Simulated impedance and absorption coefficient at in-
terface of absorber for a plane wave at 45° incidence angle, with
comparison to theory.
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