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ABSTRACT

A method is described that simultaneously estimates the frequency,
phase and amplitude of two overlapping partials in a monaural mu-
sical signal from the amplitudes and phases in three frequency bins
of the signal’s Odd Discrete Fourier Transform (ODFT). From the
transform of the analysis window in its analytical form, and given
the frequencies of the two partials, an analytical solution for the
amplitude and phase of the two overlapping partials was obtained.
Furthermore, the frequencies are estimated numerically solving a
system of two equations and two unknowns, since no analytical
solution could be found. Although the estimation is done inde-
pendently frame by frame, particular situations (e.g. extremely
close frequencies, same phase in the time window) lead to errors,
which can be partly corrected with a moving average filter over
several time frames. Results are presented for artificial sinusoids
with time varying frequencies and amplitudes, and with different
levels of noise added. The system still performs well with a Signal-
to-Noise ratio of down to 30 dB, with moderately modulated fre-
quencies, and time varying amplitudes.

1. INTRODUCTION

Separation of different instruments in a polyphonic music record-
ing is a problem that has been extensively studied in recent years.
This stems from the fact that many different tasks related to digital
music, being extraction of cues for automatic analysis and clas-
sification, audio compression or sound manipulation, make use of
source separation. Different applications have different specific as-
sumptions, such as the number of available channels or the number
of instruments recorded simultaneously, and requirements for the
separation accuracy.

The introduction to a recent article by Li et al. [1] presents a
concise but complete overview of different techniques for source
separation in monaural signals. The various techniques are divided
into three categories based on the underling general approach: psy-
cho acoustical techniques (auditory scene analysis), statistical tech-
niques (e.g. ICA, independent component analysis) and signal pro-
cessing techniques (e.g. sinusoidal modeling). A particularly diffi-
cult task, especially in the case of single channel signals, is the sep-
aration of overlapping partials. Pitched acoustic instruments usu-
ally produce harmonic spectra (i.e. the frequencies of the different
partials are multiples of that of the fundamental). Since Western

∗ This work was supported by the SAME project (FP7-ICT-STREP-
215749)

music is based on a twelve-tone equal tempered scale, pitches in
musical intervals are commonly in an integer ratio relationship.
This leads to a very high number of partials from different instru-
ments to have almost the same frequency. To obtain an accurate
separation, these overlapping partials should also be resolved. A
short summary of the overview from [1] is presented below, with
particular emphasis on overlapping partials separation in monaural
signals.

Computational auditory scene analysis (CASA) [2] aims at
building computational models that mimic the complex auditory
scene analysis performed in the human brain. Specific systems
have been developed for monaural sound separation [3, 4]. These
methods do not attempt to explicitly resolve overlapping partials,
but simply assign the entire energy to one source.

A wide variety of statistical techniques for source separation
have been proposed in recent years. Strong assumptions about the
signals are made when using these techniques, such as the fact that
sources are independent, or that a sparse representation of a source
is possible (i.e. a signal can be represented by a weighted sum of
bases from an over-complete set, with values of weights mostly
zero for most of the time). Independent Subspace Analysis (ISA)
[5] and Nonnegative Matrix Factorization (NMF) [6, 7] have been
used for monaural source separation. Statistical methods handle
overlapping partials implicitly, but since they work solely on the
magnitude of the spectrum, they disregard the phase information.
It has to be pointed out that if two sinusoids have very close fre-
quencies but opposite phases, they tend to cancel each other out,
while if they have the same phase, their magnitudes add up. This
means that phase information must be explicitly taken into account
if accurate partials separation is needed.

Sinusoidal modeling is based on the assumption that a musi-
cal signal can be divided into the sum of time-varying sinusoidal
components, and eventually, a stochastic residual component (a
comparison of different techniques can be found in [8]). Sinu-
soidal modeling methods allow for both source separation and re-
synthesis of audio signals, and thus are also known as Analysis-
Synthesis techniques. The problem of source separation reduces
to the estimation of the parameters of the single sinusoidal compo-
nents (i.e. frequency, amplitude and phase).

One of the first attempts to resolve overlapping partials based
on a sinusoidal model was described in [9]. The method is based
on the fact that, if the sinusoidal components are assumed to be
stationary, their transforms can be expressed using the transform
of the analysis window by which the time signal is multiplied be-
fore being transformed to the frequency domain. The author makes
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two strong assumptions: there must be a dominant signal (i.e. the
amplitude of one component must be much larger than the other),
and the two components must be separated by an appreciable dif-
ference in frequency. Also in this method, only the magnitude of
the transform is used, disregarding the phase information.

More recent methods [10, 11, 12] use information about ad-
jacent, non-overlapping partials, to estimate the amplitude of the
overlapping ones, assuming that the spectral envelope of an instru-
ment is smooth. This assumption, for real instrument sounds, is of-
ten violated. Instrument models have also been used that contain
information about relative amplitudes between partials [13], but
the limit here is that different dynamic levels, playing styles, in-
strument specimen, etc. have a big impact on the models. Finally,
common amplitude modulation (CAM), i.e. the fact that ampli-
tude envelopes of different harmonics of the same source tend to
be similar, is used in [1] in a least-squares framework to resolve
overlapping partials. The method makes also use of phase infor-
mation in the signal’s transform.

The primary use of the method described in the present paper
is in a system, under development, that aims at real-time, rule-
based expressive modification of audio musical recordings, and
which is based on sinusoidal modeling. A preliminary description
of the system can be found in [14]. In this system, the technique
described by Ferreira in [15] has been used for the estimation of
the partials’ parameters because of the accuracy of the frequency
estimation. This technique works well for single sinusoidal com-
ponents, but does not address the problem of overlapping compo-
nents, which is one of the main obstacles for an effective modifica-
tion of audio such as the one described in [14]. The present paper
addresses this problem by combining the technique described in
[15] for sinusoidal model analysis with the approach proposed by
Parsons in [9] for overlapping partials separation.

2. METHOD

2.1. Single sinusoid approximate estimation [15]

An important aspect of sinusoidal modeling is to obtain accurate
model parameters (i.e. frequency, amplitude and phase of the si-
nusoidal components). In [15], Ferreira describes a method to ac-
curately estimate these parameters from the Odd Discrete Fourier
Transform (ODFT) of the signal. In this section, his method is
briefly described, as a starting point for the new methods presented
in Sec. 2.2 - 2.4.

The audio signal is first divided into overlapping time frames
(75% overlap in the examples shown in this paper, N = 4096,
fs = 44100) and multiplied by the sine window

h(n) = sin
π

N
(n+

1

2
) n = 0, . . . , N − 1 (1)

whereN is the length of the frame in samples. The windowed sig-
nal is then transformed using the Odd Discrete Fourier Transform
(ODFT), which is defined as:

X(k) =

N−1∑
n=0

h(n)x(n) exp−j
2π
N

(k+ 1
2
)n (2)

where k is the frequency bin.
The sine window and the ODFT were chosen by Ferreira since

the method was used in a MDCT-based perceptual audio codec.
The sine window is used in many perceptual audio codecs (e.g.

MP3, AAC, MPEG-4) since it is the square root of a Hann window:
when applied twice (before the analysis and after the synthesis),
the result is perfect reconstruction for 50% overlap. Furthermore,
the conversion from ODFT to MDCT, a filter bank commonly used
in audio coding, is very simple, but the frequency estimation is
more accurate in the ODFT domain [16].

The sinusoidal component x(n) is represented as a discrete
sinusoid of the form:

x(n) = A sin

(
2π

N
(l + ∆l)n+ Φ

)
(3)

where A and Φ are the amplitude and initial phase of the sinu-
soid, and the frequency is written as the sum of an integer part
l/N , which corresponds to the lth frequency bin in the ODFT, and
a fractional part ∆l/N . It is possible to accurately estimate the
three parametersA, Φ and ∆l by observing that the amplitude and
phase of the ODFT in the lth bin (i.e. the bin with the maximum
amplitude) and the two adjacent bins l − 1 and l + 1 can be di-
rectly expressed as a function of the normalized magnitude of the
window’s transform ̂|H(w)|, which for the window defined in Eq.
(1), is analytically expressed as [15]:

̂|H(w)| = 2 sin
( π

2N

) ∣∣∣cos
(
N
ω

2

)∣∣∣ . . .∣∣∣∣∣ 1

sin
(
1
2
( π
N
− ω)

) +
1

sin
(
1
2
( π
N

+ ω)
) ∣∣∣∣∣ (4)

Since ̂|H(w)| is not continuous for ω = ±π/N , in [15] the author
uses a continuous approximation of the main lobe

̂|H(w)| ≈
[
cos
(n

6
ω
)]G

|ω| < 3π

N
(5)

where G is a numerical constant, obtained by minimizing the dif-
ference between Eq. (4) and (5). Using this approximation, an
analytical solution for the instantaneous frequency (expressed as
∆l), phase and amplitude of the sinusoid (assumed to be station-
ary) is obtained as

∆l ≈ 3

π
arctan

 √
3

1 + 2
(
|X(l−1)|
|X(l+1)|

) 1
G

 (6)

A ≈ 4|X(l)|
N

∣∣∣∣∣
√

3

2 cos
(
π
6

(2∆l − 1)
) ∣∣∣∣∣
F

(7)

Φ = ∠X(l) + π

(
1− 1

2N

)
− π∆l

(
1− 1

N

)
(8)

where F is another numerical constant, not necessarily equal toG,
but obtained in a similar way. The maximum fractional frequency
estimation error, as shown in [15], is approximately 1%.

2.2. Single sinusoid numerical estimation

In this section, a numerical approach to the estimation of a single
sinusoidal component in described. This approach improves the
accuracy of the estimation at the cost of an increased estimation
time. Furthermore, it generalizes the method in [15] by allowing
any analysis window with a computable H(ω) to be used. It is
also a building block of the technique described in Sec. 2.2 - 2.4
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Figure 1: Error in the estimation of the fractional frequency ∆l for
a single sinusoid, expressed as percentage of the bin width. Com-
parison between the approximate analytical method [15] (dashed
line) and the numerical method (Eq. (9), dotted line). The peak
error for the numerical method is 0.05%.

for overlapping components separation.
Although the approximation made in [15] for the main lobe of

̂|H(w)| (Eq. (5)) allows for an analytical solution to the estimation
problem, and gives accurate results, Eq. (4) is numerically com-
putable, except for ω = ±π/N . An important expression derived
in [15] which relates the amplitudes of two adjacent frequency bins
through ∆l is

|H
(
2π
N

(∆l + 1
2
)
)
|

|H
(
2π
N

(∆l − 3
2
)
)
|
− |X(l − 1)|
|X(l + 1)| = 0 (9)

This relation was used to derive Eq. (6). By substituting the exact
transform H(ω) (Eq. (4)) into Eq. (9), we can in theory improve
the accuracy of the estimation, compared to the original method
described in [15]. Unfortunately, it was not possible to find an
analytical solution for ∆l to the implicit equation obtained com-
bining Eq. (4) and (9). A numerical solution was then computed
using, as a starting point, the approximate ∆l obtained with Eq.
(6). Throughout this paper, to numerically solve implicit functions
(in this case Eq. (9)), a simple grid search was used. In the point
of discontinuity of Eq. (4), the function was linearized and an in-
terpolated real value was returned.

A comparison of the estimation accuracy of the original method
from [15] and of the one based on the numerical solution to Eq.
(9) is shown in Fig. 1. It can be observed from Fig. 1 that the
maximum estimation error is 20 times smaller for the numerical
method, down to 0.05%. The accuracy is limited by the step size
in the grid search (8 × 104 in this paper). The drawback of the
numerical solution is the estimation time, which is proportional to
the number of steps in the grid search, compared to a single oper-
ation for the original method. The phase is estimated from Eq. (8)
(which is already an exact solution). The amplitude is estimated
using a formula similar to Eq. (7), were Eq. (4) is used instead of
Eq. (5) to compute |H(ω)|.

2.3. Estimation of amplitude and phase of two overlapping si-
nusoids

For the remainder of this paper, the word overlapping will indicate
two sinusoids, x1(n) and x2(n), whose frequencies are so close
that, if taken separately, the peak in their ODFT would fall in the
same frequency bin l. The case in which the peak falls into two
adjacent bins (e.g. l and l − 1) is not considered in this paper,

but the method described in the following sections can be easily
extended to cover also that case. Thus, by using the same notation
as in Eq. (3), the separation of two overlapping partials reduces to
the estimation of the two fractional frequencies ∆l1 and ∆l2, the
two amplitudes A1 and A2, and the two phases Φ1 and Φ2, from
the ODFT of the signal x(n) = x1(n)+x2(n) (assuming for now
that there is no noise in the signal).

The method described in this section combines the results from
Sec. 2.1 - 2.2 with the approach to overlapping sinusoidal compo-
nents separation used by Parsons in [9]. From the few details given
by the author it was not possible to reproduce the original algo-
rithm, and thus compare the results. Nevertheless it seems safe
to affirm that the method presented here is an improvement over
Parsons’ approach because it removes the two main constraints
described in [9]: the two components must have appreciably dif-
ferent amplitudes, and appreciably different frequencies. The only
limitation of the present method is that the two components cannot
have the exact same frequency. The improvement is a consequence
of two factors: first, the parameters of both components are esti-
mated simultaneously instead of estimating the largest component
first and subtracting it from the total spectrogram, as in [9]; sec-
ond, the phase information in the transform of the signal, which
was discarded by Parsons, is also taken into account.

The problem of estimating the two partials’ parameters ∆l1,
∆l2, A1, A2, Φ1 and Φ2 is equivalent to that of estimating their
respective ODFT transforms X1(k) and X2(k), and then estimat-
ing the parameters using the method described in Sec. 2.1. First,
only an expression for the amplitudes and phases will be derived,
assuming the fractional frequencies ∆l1 and ∆l2 are known. This
is in fact a realistic situation if the fundamental frequencies of two
harmonic signals are known.

Let us start by defining a few symbols that will simplify the
notation. The four unknowns we want to estimate are

rj = <{Xj(l − 1)} , j = 1, 2 (10)
ij = ={Xj(l − 1)} , j = 1, 2 (11)

We know from Eq. (9) that there is a relation between the real parts
(and similarly for the imaginary parts) of the signal’s transform in
two different frequency bins through the ratio between the trans-
form of the time window H(ω) evaluated at their corresponding
values of ωj(k)

ωj(k) =
2π

N
(l + ∆lj − k −

1

2
) , j = 1, 2 (12)

Let us define the relation between frequency bins l and l − 1 as

Pj =
|H(ωj(l))|
|H(ωj(l − 1))| , j = 1, 2 (13)

This is constant, since ∆l1 and ∆l2 are assumed to be known for
the time being.

We can now express the real and imaginary parts ofX1(l) and
X2(l) as functions of the four unknowns defined in Eq. (10) - (11)
and, knowing that [15]

∠Xj(l) = ∠Xj(l − 1)− π
(

1− 1

N

)
, j = 1, 2 (14)
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Figure 2: Eq. (29) (black line) and (30) (grey line) evaluate nu-
merically for ∆l1 = 0.4 and ∆l2 = 0.2, when ∠X1(l) 6= ∠X2(l)
(intersection at [0.2048, 0.3980]). The two curves coincide on the
diagonal.

we obtain

<{Xj(l)} = Pj
(
− cos

( π
N

)
rj + sin

( π
N

)
ij
)

(15)

={Xj(l)} = Pj
(
− sin

( π
N

)
rj − cos

( π
N

)
ij
)

(16)

Observing that X(k) = X1(k) +X2(k), the following system of
equations can be written:

r1 + r2 −XR(l − 1) = 0

i1 + i2 −XI(l − 1) = 0

P1 (C1r1 − S1i1) + P2 (C1r2 − S1i2) +XR(l) = 0

P1 (S1r1 + C1i1) + P2 (S1r2 + C1i2) +XI(l) = 0

(17)
(18)
(19)
(20)

where XR(·) and XI(·) are the real and imaginary parts of X(·),
C1 = cos(π/N) and S1 = sin(π/N).

The solutions are easily found:

r1 =− C1XR(l) + S1XI(l) + P2XR(l − 1)

P1 − P2

i1 =− C1XI(l)− S1XR(l) + P2XI(l − 1)

P1 − P2

r2 =
C1XR(l) + S1XI(l) + P1XR(l − 1)

P1 − P2

i2 =
C1XI(l)− S1XR(l) + P1XI(l − 1)

P1 − P2

(21)

(22)

(23)

(24)

The amplitudes and phases of the two sinusoids are then separately
evaluated using the method described in Sec. 2.1 - 2.2.
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Figure 3: Eq. (29) (black line) and (30) (grey line) evaluate numer-
ically for ∆l1 = 0.4 and ∆l2 = 0.2, when ∠X1(l) ≈ ∠X2(l):
note how the two curves intersect only on the diagonal.

2.4. Overlapping sinusoids frequency estimation

In real situations, it is possible that the signals we are trying to
separate are not perfectly harmonic (e.g. piano tones). For this
reason, it is important to be able to also estimate the frequency of
the two overlapping partials. This can be done by extending (17) -
(20) with two additional equations.

Let us begin by observing that ωj(k) (Eq. (12)) depends on
the fractional frequency ∆lj . Thus, if ∆l1 and ∆l2 are unknown,
P1 and P2 (Eq. (13)) are no longer constants. Using the same
reasoning behind Eq. (13), we can define the relation between
frequency bins l − 1 and l + 1 as

Qj =
|H(ωj(l + 1)|
|H(ωj(l − 1)| , j = 1, 2 (25)

Furthermore, it can be shown, by computing X(k) as in Eq. (2)
and evaluating it at k = l − 1 and k = l + 1, that

∠Xj(l + 1) = ∠Xj(l − 1) +
2π

N
, j = 1, 2 (26)

We can thus express Xj(l + 1) as a function of rj and ij

<{Xj(l + 1)} = Qj

(
cos

(
2π

N

)
rj − sin

(
2π

N

)
ij

)
(27)

={Xj(l + 1)} = Qj

(
sin

(
2π

N

)
rj + cos

(
2π

N

)
ij

)
(28)

The two additional equations to the system describe by Eq. (17) -
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(20) are then

Q1 (C2r1 − S2i1) +Q2 (C2r2 − S2i2)−XR(l + 1) = 0

(29)

Q1 (S2r1 + C2i1) +Q2 (S2r2 + C2i2)−XI(l + 1) = 0
(30)

where C2 = cos(2π/N) and S2 = sin(2π/N).
By substituting Eq. (21 - 24) into Eq. (29) and (30) we obtain

two equations that are only dependent on ∆l1 and ∆l2. Again, as
happened for Eq. (9), attempts to solve them analytically (both us-
ing the Matlab Symbolic Math Toolbox and by hand) failed. To es-
timate ∆l1 and ∆l2, thus, a numerical solution has been used. The
two implicit functions are evaluated in the intervals 0 ≤ ∆l1 < 1
and 0 ≤ ∆l2 < 1, and the points of intersection, corresponding to
the two fractional frequencies, determined. Fig. 2 shows a typical
example of the two curves described by Eq. (29) and (30). Two
interesting observations can be made: there is a trivial solution
(∆l1 = ∆l2), which means that the two curves have an infinite
number of intersections (the diagonal). The other solution (indi-
cated by circles) is symmetrical with respect to the diagonal, since
the two signals are interchangeable, the numbering being just a
convention.

A simple grid search was again used to find the intersections
of the two curves. Assuming that the functions were evaluated at
M equally spaced points, the complexity of the numerical solution
is roughly proportional to M2/2 (because of the symmetry of the
problem, only one half of the points is needed).

3. EVALUATION

In most situations, the method described in Sec. 2.3 and 2.4 gives
an accurate solution to the problem of separating two overlapping
partials, given that their frequencies fall both into the same fre-
quency bin l. Unfortunately, there are few particular cases in which
the system does not work.

When the two partials have the exact same frequency, their
sum results in a single sinusoid with the same frequency as the
two components. This makes the problem underdetermined, since
P1 = P2 and Q1 = Q2, and thus Eq. (21) and (22) are equivalent
to (23) and (24), except for a constant factor.

It can also happen that in a particular time frame, the trans-
forms of the two partials (i.e. X1(l) and X2(l)) have the same
phase or opposite phases, even though the frequencies are differ-
ent. This also makes the system under-defined. In this case the two
curves do not intersect in the region where ∆l1 6= ∆l2, as can be
seen in Fig. 3, but only on the diagonal. To test the effect of this
situation on the estimation error, the phase difference between the
two transforms ∠X1(l)−∠X2(l) was systematically varied, while
keeping the amplitudes and frequencies of the two sinusoids con-
stant. The result is shown in Fig. 4. As can be observed, around
0, π and 2π, the error increases considerably. Tests with differ-
ent combinations of ∆l1 and ∆l2 showed that the amount of this
error was very unpredictable. To solve in part this problem, the
estimated values from previous time frames were taken into con-
sideration by using a smoothing filter (moving average). In Fig. 5,
a signal composed of two sinusoids with constant ∆l1 and ∆l2 is
displayed. The estimated values have been filtered using a moving
average filter (10 frames). It can be seen that the error is nicely
reduced. Notice that the occurrence of this error can be somehow
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Figure 4: Effect of the difference between ∠X1(l) and ∠X2(l) on
the estimation accuracy.

Table 1: Estimation error (% of the bin width) as a function of the
Signal-to-Noise ratio (best case scenario).

SNR Error (%)

50 0.24%
40 0.25%
30 0.37%
20 1.03%
10 4.22%
0 7.27%

-10 12.34%

predicted by looking at the phase difference between X(l) and
X(l− 1): the closer this difference is to 0 or π, the closer ∠X1(l)
and ∠X2(l). This observation can be used to design an adaptive
filter that corrects the error more consistently.

Another source of error is the numerical instability ofH(ω) in
the vicinity of ∆l = 0.5. To study this problem, ∆l1 and ∆l2 were
varied systematically between 0 and 1, and the mean estimation
error computed and plotted in Fig. 6 (the phase difference between
X1(l) and X2(l) was kept constant at π/2 in order to reduce the
effect of the previously mentioned phase problem). The mean error
was defined as

e(∆l1,∆l2) =
|∆l1 −∆l1|+ |∆l2 −∆l2|

2
(31)

where ∆lj is the correct fractional frequency and ∆lj is the esti-
mated one (j = 1, 2). It can be seen from Fig. 6 that the error
increases appreciably only when ∆l1 ≈ ∆l2

In reality, signals are hardly stationary and without noise. It
this thus very important to test how well the method copes with
these two factors. In Tab. 1, mean errors as defined in Eq. (31) are
compared for different values of the Signal-to-Noise Ratio (SNR),
when white noise was added to the signal. Down to SNR = 30 dB,
there is no appreciable variation in the estimation error (the error
remains below 1% of the bin width). After this point, the error
starts increasing, and reaches the value of ∼10% for SNR= 0 dB.
Again, the phase difference between X1(l) and X2(l) was held
constant at π/2 (best estimation without noise). The sinusoids had
parameters ∆l1 = 0.4, a1 = 0.8, and ∆l2 = 0.1, a2 = 0.4.

Finally, Fig. 7 shows, the result of the analysis of a signal
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Figure 5: Separation performed on a 1 second long signal com-
posed of two sinusoids: one with constant fractional frequency
∆l1 = 0.6 and constant amplitude a1 = 0.8, one with ∆l2 = 0.1
and amplitude a2 = 0.6. In Fig. 5(a) the estimated (grey line)
and moving average filtered (black line) fractional frequencies are
displayed, together with the correct frequencies (dashed line). In
Fig. 5(b), the amplitudes computed using Eq. (7) from the esti-
mated frequencies (grey line) and from the moving average filtered
frequencies (black line) are plotted.
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Figure 6: Mean estimation error (Eq. (31)) for different combina-
tions of ∆l1 and ∆l2, on a logarithmic scale (-1 corresponds to
10% error, -2 to 1%, and so on).

with two non-stationary components (the carrier frequency of sig-
nal x1(n) was modulated with a frequency of 0.5Hz, the ampli-
tude of x2(n) was linearly varied over time). White noise (SNR
= 20 dB) was also added to the signal. Using the moving aver-
age correction, the system was able to estimate the two sinusoids
with relatively small errors. It was also observed that increasing
the modulation frequency quickly reduces the performance of the
method.

4. CONCLUSIONS AND FUTURE WORK

In this paper, a method to estimate the parameters (frequency, am-
plitude and phase) of a single, and of two overlapping sinusoidal
components (i.e. closely spaced in frequency) was described. The
method is based on the assumption that, if the component is sta-
tionary, its Fourier transform corresponds to the transform of the
analysis window, centered around its frequency.

For a single component, the estimation was obtained by nu-
merically solving a system of equations with three unknowns, based
on the magnitude and phase of two frequency bins in the signal’s
transform. The maximum frequency estimation error was 0.05 %
of the bin width. This is 20 times smaller than the error obtained
using the technique described in [15], from which it derives. Fur-
thermore, the present method can be used with any analysis win-
dow, whereas the previous method worked only with a sine win-
dow. The drawback with the method described here is the com-
putational cost, which depends on the efficiency of the numerical
evaluation of an implicit function.

For two components that have closely spaced frequencies (i.e.
falling in the same frequency bin), a system of equations with six
equations and six unknowns is solved numerically to estimate the
parameters of the two components, this time using the magnitude
and phase of the three frequency bins centered around the peak in
the spectrogram. The proposed method represents an improvement
over a similar method described in [9] because it removes its two
main constraints, e.g. that the two components have appreciably
different amplitudes, and appreciably spaced frequencies. Because
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Figure 7: Estimation performed on a 2 seconds long signal com-
posed of two sinusoids, plus white noise with SNR = 20 dB. One
component had a carrier fractional frequency of 0.6, modulated at
0.5 Hz, and a constant amplitude a1 = 0.6, the other a constant
fractional frequency ∆l2 = 0.1 and an amplitude a2 increasing
from 0.2 to 0.7. In Fig. 7(a) the estimated (grey line) and moving
average filtered (black line) fractional frequencies are displayed,
together with the correct frequencies (dashed line). In Fig. 7(b),
the amplitudes computed using Eq. (7) from the estimated frequen-
cies (grey line) and from the moving average filtered frequencies
(black line) are plotted.

of the few details given in [9], it was not possible to reproduce the
previous algorithm for an objective comparison.

In Sec. 3, several sources of error were identified, and their
effect evaluated with specific tests. Except for a few special cases,
the present method gives very good separation of the two com-
ponents, even when white noise is added, or the amplitude of the
signals changes over time. Even if the frequency is moderately
modulated (up to 1Hz), the algorithm still performs rather well,
as can be seen in Fig. 7. A moving average filter was used to
smoothen the errors caused by particular combinations of phases
and frequencies.

Regarding the performance of the algorithm, the grid approach
to the numerical estimation of implicit functions is far from being
optimal. Computational speed can be greatly improved by using
optimization algorithms. Initial estimates can be gathered from
previous time frames, helping the optimization to converge more
quickly. An even better solution to the problem would be to find an
analysis window that leads to an analytical solution to the implicit
function. This will be further investigated in the future.

Future work will also be directed to the integration of the
method into a larger system, described in [14], which aims at real-
time expressive modifications of recorded music. The system re-
quires source separation, which is done using a score-driven par-
tials tracking method. The method described in the present paper
will be used to separate the overlapping partials. Furthermore, the
method will be extended to solve the case when the two frequen-
cies fall into adjacent bins. Another area of improvement is the
moving average filtering, which will be made more selective by
using information about phase differences between different fre-
quency bins as a measure of the reliability of the estimate. Finally,
the system must be extensively tested on real instrument signals.
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