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ABSTRACT

In Mechanical Sound Synthesis, real mechanical devices are em-
ployed to create sound. Users can interact directly with the vari-
ables of the sound synthesis, making interactions more intuitive
to both users and audience. We focus on real-time feedback con-
trol for Mechanical Sound Synthesis and provide a classification
scheme using the reality-virtuality continuum. We discover an
apparently novel paradigm, which is described as augmented vir-
tuality for real-time feedback control. Exploring this paradigm,
we present preliminary results from a system enabling a user to
teleoperate acoustic percussion instruments with the aid of force
feedback. Mechanical looping of the teleoperation trajectories and
their transformations enables the synthesis of lifelike sounds with
superhuman characteristics that are nevertheless produced by me-
chanical devices.

1. INTRODUCTION

In 1963, Max Mathews wrote that any perceivable sound could
be produced using digital sound synthesis on a computer [1]. One
could argue that this, combined with the fact that computers can be
programmed to execute so many different programs, created the
computer music field, which develops further as new computer-
related technologies advance. Consider a composer faced with the
task of creating a new piece. A relevant question is, “How many
pieces are possible?” If a piece is three minutes long, monophonic,
and sampled with four bits at 20kHz, then about

2* . (20000 samples/s) (60 s/min)(3 min) ~ 6 - 107 (1)

distinct pieces are possible. Of course, the majority of these pieces
are perceptually equivalent and/or sound like noise, so one could
argue that the number of perceptually distinct three-minute pieces
is much smaller, but nevertheless, a truly astounding number of
three-minute pieces are possible. For instance, listening day and
night to the pieces described by (1) would require 329 person-
years! Because so many pieces are possible, the mapping from
the individual sound samples of the uncompressed audio repre-
sentation to the perceived sound is extraordinarily complicated, so
composers very rarely specify the bare sound samples themselves.

In fact, one could argue that the whole point of digital sound
synthesis algorithms has been to reduce the space of possible pieces
to make composing and performing more manageable [2]. We ar-
gue that Mechanical Sound Synthesis also reduces the space of
possible pieces, and we believe that it does so in an intuitive man-
ner due to its visceral, physical nature.
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2. MECHANICAL SOUND SYNTHESIS

For the purpose of this paper, we provide a preliminary definition
of Mechanical Sound Synthesis:

Any method for creating sound is an example of Me-
chanical Sound Synthesis if the device actuating the
sound does not exclusively incorporate loudspeak-
ers, unless the loudspeakers create sound in an un-
conventional manner.

For example, a loudspeaker setting piano strings into motion is an
example of Mechanical Sound Synthesis, whereas a loudspeaker
driver coupled to a simple, large radiating board is not because
it is actually just a composite loudspeaker that radiates sound ac-
cording to the digital (or even analog) sound synthesis paradigm.

We believe that Mechanical Sound Synthesis has a number of
advantages due to its physical nature:

e The mechanical variables of the sound synthesis algorithm
can be made directly tangible to users. In other words some
of the variables (i.e. states), which describe the sound dur-
ing synthesis, are mechanical. Hence, these mechanical
variables can be manipulated as if they were real objects.
As a consequence, sonic interactions are physical in na-
ture and can be especially intuitive to both the audience and
users.

e The synthesized sound is collocated with the action respon-
sible for creating it. Depending on the implementation, the
sound may even resemble the objects that create it. Con-
sequentially, it can be easier for the audience to understand
what actions in a performance are associated with which
sounds. Furthermore, in group performances, it can be eas-
ier for users to know who is responsible for which sounds.

e |n contexts with active mechanical elements such as robots,
physical-seeming and lifelike sounds can result even from
superhuman interactions. Robots can perform actions with
repeatability, accuracy, and speed that may be unparalleled
by human users, creating physical and lifelike sounds that
are nevertheless new and that were not possible before.

In the remainder of this section, we introduce performance mod-
els for Mechanical Sound Synthesis, which classify performance
according to style of the mechanical force interaction between the
user and the sound synthesis. Some of the models may already be
familiar to the reader, and others may not be familiar. An outline
of the models is given in Figure [1]to help provide some further
orientation during the discussion.
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Figure 1: Diagram representing suggested models for Mechanical
Sound Synthesis.

2.1. Preprogrammed Control (No user interaction with for ces)

In the simplest model, there is no user, or there is no mechani-
cal interaction between the user and the sound synthesis. Instead,
mechnical devices such as robots may be pre-programmed to cre-
ate sound by exerting forces on sound objects in the real world. For
example, robots may play acoustic musical instruments according
to a predetermined score, they may play semi-randomly, or they
may improvise depending on what other users are playing. There
is an established history of robotic musical instruments, so we will
not discuss them further here [5].

2.2. Real-Time Feed-Forward Force Control By User

Mechanical Sound Synthesis can provide a user with an interface
enabling him or her to control real sound objects in real-time. This
model is known as “feed-forward control” when the user does not
receive any force feedback. Recent examples include the Telem-
atic Drum Circle, which can be played remotely over the Inter-
net [6], and Pat Metheny’s Orchestrion, in which robotic musical
instruments are triggered by the MIDI output from an otherwise
standard electric guitar [7].

2.3. Real-Time Force-Feedback Control By User

We finally consider the model representing the first author’s main
area of research, in which the user receives force feedback and has
fine mechanical control over sound objects for real-time perfor-
mance. We introduce the reality-virtuality continuum [8] to help
classify subcategories of this model, as illustrated along the arrow
within the Real-Time Force-Feedback Control By User section of
Figure[1 (right) and exploded in Figure 2]

2.3.1. Real Environment

The real environment lies at the left-hand end of the continuum
(see Figure[2, left). It describes the paradigm in which the user
interacts with passive sound objects, such as vibrating strings, per-
cussion instruments, hand claps, etc., which do not possess energy
sources. Therefore, the objects are passive, so they can be tradi-
tional acoustic musical instruments.

2.3.2. Virtual Environment

The right-hand end of the reality-virtuality continuum (see Figure
2] right) describes the paradigm in which the user interacts with
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Figure 3: User interacting with virtual sound objects with audi-
tory, visual, and force feedback.

virtual sound objects and is completely immersed in a virtual en-
vironment [4]. For high fidelity musical interaction, the user is
provided with visual, auditory, and force feedback as shown in
Figure[3. The Association pour la Création et la Recherche sur les
Outils d’Expression pioneered the earliest research in immersive
force-feedback interaction with virtual sounding objects [9].

2.3.3. Augmented Reality

Other paradigms implied by the reality-virtuality continuum (see
Figure[2) have implications for Mechanical Sound Synthesis. For
example, consider augmented reality (A.R. in Figure [1] right) for
graphical user interfaces, in which an image of the real environ-
ment is augmented with virtual labels or highlights for providing
additional information [8]. Analogously, an augmented reality au-
dio headset has been designed that resembles a stereophonic hear-
ing aid that superimposes audio from the local, real environment
with audio from virtual environments, such as audio from remote
people or informational services [10].

In the context of Mechanical Sound Synthesis, we argue that
the augmented reality paradigm must reflect an environment con-
taining real sounding objects, whose behavior is augmented by
virtual objects. For instance, a user can manipulate a traditional
guitar string, while a virtual bow employs feedback control to
electromagnetically sustain the real string’s vibration [11]. Sim-
ilarly, a user can interact with a xylophone bar while its dynamics
are changed by a virtual spring, mass, or damper implemented by
feedback control [12]. The virtual environment affects the user’s
interactions, but the user interacts only indirectly with the virtual
objects.

2.3.4. Augmented Virtuality

Consider also augmented virtuality (A.V.), where a virtual environ-
ment is augmented with elements or avatars from the real environ-
ment. This paradigm lies closer to but not at the virtual end of the
reality-virtuality continuum as depicted in Figure(2 (right). For the
force-feedback model, this paradigm implies force-feedback inter-
action with a virtual world, where some elements correspond to
avatars of real objects. These avatars could represent other users
or real sounding objects, such as acoustic musical instruments. We
believe that this paradigm is in fact new, which is why we study it
further in the remainder of this paper.
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Figure 2: Reality-Virtuality Continuum.

3. AN EXAMPLE OF AUGMENTED VIRTUALITY
INTERACTION FOR MECHANICAL SOUND
SYNTHESIS: FORCE-FEEDBACK TELEOPERATION OF
MUSICAL INSTRUMENTS

3.1. Introduction

Consider a user interacting with a virtual environment that incor-
porates force-feedback. For instance, the user could be manipu-
lating a robotic arm that provides force-feedback. Imagine that
by engaging in different parts of the virtual environment, the user
could meet and interact with avatars of real musical instruments.
Because the avatars would correspond to real sounding objects,
they would effectively augment the virtual environment in which
the user would be immersed. Teleoperation is an example of this,
as indicated by the boxed T in Figures/1land2.

3.2. Teleoperation

In a typical application of teleoperation, the user manipulates a
master robotic arm, which is linked by way of feedback control to
a slave robotic arm. The user controls the slave arm remotely to
complete a task. For instance, the user could control the slave to
perform minimally invasive surgery inside a patient or to carry out
work in a dangerous environment, such as inside a nuclear reactor.
For instance, let x,,, and xs be the vector positions of the ends
of the master and slave robotic arms, respectively. Then the time
derivatives xn, and xs represent the vector velocities of the master
and slave arms, respectively. A virtual spring with stiffness & and
a virtual damper with damping constant R are typically employed
to link together the master and slave. In other words, the vector
force on the slave robotic arm

Fs = k(xm — xs) + R(Xm — Xs). 2

To implement Newton’s third law, the vector force on the master
robotic arm

Fm = _Fs~ (3)

3.3. Using The Novint Falcon

In our laboratory, we chose to implement teleoperation of musical
instruments using NovInt Falcon robotic arms due to their attrac-
tive price of approximately US $150/each. The user could oper-
ate the master robot simply by moving the Falcon grip as shown
in Figure[4 (right). Percussion instruments and drumsticks were
attached to the ends of of the slave robotic arms, which were inter-
changeable. For instance, Figure 4 (left) shows a slave playing a
shaker, while the left and right sides of Figure [5]show slaves play-
ing a snare drum and a tambourine, respectively. An online video
demonstration at

htt p: / / ww. yout ube. com wat ch?v=Tf qG5_CanLo
demonstrates the quality of the teleoperation [13].

Figure 4: Shaker attached to s]éve robotic arm (left) and user op-
erating the master robotic arm (right).

Figure 5: Slave playing a snare drum (left) and slave playing a
tambourine (right).

3.4. Force Feedback Makes Teleoperation Easier

It is generally known that force feedback makes it easier for a hu-
man operator to control a slave. We informally observed that this
was particularly true for teleoperation of the giliro musical instru-
ment. Figure[6 shows how the slave robot was interfaced to the
guiiro with a drumstick. In the following video demonstration, the
user first teleoperates the gliro with the help of force feedback.
Then force feedback is disabled, and the user is not able to play
the rhythm as accurately because it is difficult for him or her to
judge whether the drumstick is pressing against the giro at the
correct force level to facilitate the scraping dynamic characteristic
of gtiiro playing [13].

http://ww. yout ube. com wat ch?v=_BWA\ Ek3al E

Figure 6: Slave robot interfaced to a gliiro musical instrument with
a drumstick.
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3.5. Mechanical Looping

One intriguing question is, “How can one enable a master robot
to control distinct parts on multiple slaves simultaneously?” One
could employ artificial intelligence algorithms to cause the slave
robots to behave more autonomously, but we are currently more
interested in intimate control of the slave robots. We believe that
this is key in realizing the advantages of Mechanical Sound Syn-
thesis, as outlined in Section|2.

One solution involves “teaching” each slave to play its part one
at a time using force-feedback teleoperation. For example, while
teaching the ith slave, the master trajectory (xm.,i(t), Xm,i(t)) is
recorded into a loop buffer. Then later when desired, the ith slave
can be caused to play the part again by reading (xm,i(t), Xm,i(t))
out of the buffer and applying to control the ith slave. Com-
puter music techniques for manipulating wave tables can be em-
ployed to warp and otherwise transform the trajectories [2]. For
instance, by speeding up the wave table playback, the slave robots
can be caused to produce lifelike sounds even when moving at su-
perhuman speeds.

3.6. Live Performance

To demonstrate the advantages of force-feedback teleoperation of
musical instruments as well as Mechanical Sound Synthesis in
general, we prepared a performance piece. The user manipulated
a single master robot (see Figure[7) to teleoperate and teach me-
chanical loops to four slave robots. The piece Edgar Robothands:
When The Robots Get Loose was performed at the Center for Com-
puter Research in Music and Acoustics (CCRMA) at the CCRMA
Winter Concert on February 18, 2010. Besides the aforementioned
robots, it incorporated some traditional percussion instruments as
well as the haptic drum, a drum pad that triggers Indian percussion
sounds and that provides force feedback to enable the user to play
superhuman drum rolls [11]. An audio rendition of the piece is
available at the following URL:
http://ccrma.stanford.edu/"eberdahl/CompMusic/RL.mp3

Figure 7: Still image from performance incorporating one master
Falcon robot and four slave Falcon robots.

4. CONCLUSIONS

We find this application compelling. In particular, we informally
found the synthesized sound to be lifelike even though it was gen-
erated by robots, and even when the robots were playing superhu-
man parts. These superhuman parts were generated by mechan-

ical looping, where trajectories were transformed that were pre-
viously generated by a real human user while teleoperating the
instruments. We believe that this application combines the advan-
tages of computer music with the lifelike sounds of acoustic mu-
sical instruments. As robots become even more affordable to the
computer music community, we believe that Mechanical Sound
Synthesis will play an increasingly important role. We look for-
ward to re-experiencing the computer music revolution from the
point of view of mechanical engineering and Mechanical Sound
Synthesis.
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