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ABSTRACT

We describe a novel Query-by-Example (QBE) approach in
Music Information Retrieval, which allows a user to cus-
tomize query examples by directly modifying the volume
of different instrument parts. The underlying hypothesis is
that the musical genre shifts (changes) in relation to the vol-
ume balance of different instruments. On the basis of this
hypothesis, we aim to clarify the relationship between the
change of the volume balance of a query and the shift in the
musical genre of retrieved similar pieces, and thus help in-
struct a user in generating alternative queries without choos-
ing other pieces. Our QBE system first separates all instru-
ment parts from the audio signal of a piece with the help
of its musical score, and then lets a user remix those parts
to change acoustic features that represent musical mood of
the piece. The distribution of those features is modeled by
the Gaussian Mixture Model for each musical piece, and the
Earth Movers Distance between mixtures of different pieces
is used as the degree of their mood similarity. Experimen-
tal results showed that the shift was actually caused by the
volume change of vocal, guitar, and drums.

1. INTRODUCTION

One of promising approaches of Music Information Re-
trieval is the Query-by-Example (QBE) retrieval [1, 2, 3,
4, 5, 6, 7] where a user can receive a list of musical pieces
ranked by their similarity to a musical piece (example) that
the user gives as a query. Although this approach is power-
ful and useful, the user has to prepare or find examples of
favorite pieces and it was sometimes difficult to control or
change the retrieved pieces after seeing them because an-
other appropriate example should be found and given to get
better results. For example, even if a user feels that vocal
or drum sounds are too strong in the retrieved pieces, it was
difficult to find another piece that has weaker vocal or drum
sounds while keeping the basic mood and timbre of the first
piece. Because finding such music pieces is a matter of trial
and error, we need more direct or convenient methods for
QBE.

We solve this inefficiency by allowing a user to create
new query examples for QBE by remixing existing mu-
sical pieces, i.e., changing the volume balance of the in-

struments. To obtain the desired retrieved results, the user
can easily give alternative queries where the volume bal-
ance is changed from the original balance. For example, the
above problem can be solved by customizing a query ex-
ample so that the volume of the vocal or drum sounds are
decreased. To remix an existing musical piece, we use an
original sound source separation method that decomposes
the audio signal of a musical piece into different instrument
parts on the basis of its available musical score. To measure
the similarity between the remixed query and each piece in
a database, we use the Earth Movers Distance (EMD) be-
tween their Gaussian Mixture Models (GMMs). The GMM
for each piece is obtained by modeling the distribution of
original acoustic features consisting of intensity and timbre
features.

The underlying hypothesis is that changing the volume
balance of different instrument parts in a query causes the
musical genre shift in the retrieved pieces — i.e., a user can
change the genre of the retrieved pieces just by changing
the volume balance of the query1. An existing study [8] has
already suggested this hypothesis. Based on this hypothe-
sis, our research focuses on clarifying the relationship be-
tween the volume change of different instrument parts and
the shift in the musical genre in order to instruct a user in
easily generating alternative queries. To clarify this rela-
tionship, we conducted two different experiments. The first
experiment examined how much change of the volume of a
single instrument part is needed to cause the musical genre
shift through our QBE retrieval system. The second exper-
iment examined how the volume change of two instrument
parts (a two-instrument combination for the volume change)
affects the shift in the genre. This relationship is explored
by examining the genre distribution of the retrieved pieces.
Experimental results showed that the desired musical genre
shift in QBE results was easily caused just by changing the
volume balance of different instruments in the query.

1We target genres which are mostly defined by organization and volume
balance of musical instruments, such as classical music, jazz and rock. Al-
though several genres are defined by specific rhythm-patterns and singing-
style, e.g., a waltz and a hip-hop, we except them.
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Figure 1: Overview of our QBE retrieval system based
on genre shift. Controlling the volume balance causes the
genre shift of a query song and our system returns songs
that are similar to the genre-shifted query.

2. QUERY-BY-EXAMPLE RETRIEVAL BY
GENRE-SHIFTED MUSICAL PIECES

In this section, we describe our QBE retrieval system that
retrieves musical pieces based on the similarity of mood be-
tween musical pieces.

2.1. Musical Genre Shift

Our original term “musical genre shift” means the change
of the musical genre of pieces on auditory features which is
caused by changing the volume balance of musical instru-
ments. For example, by boosting the vocal and reducing the
guitar and drums of a popular song, auditory features ex-
tracted from the modified song are similar to the features
of a jazz song. The instrumentation and volume balance
of musical instruments are important in judging the musi-
cal genre. In fact, some musical genres are defined by the
instrumentation. As shown in Figure 1, by automatically
separating the original recording (audio signal) of a piece
into musical instrument parts, a user can change their vol-
ume balance to cause the genre shift.

2.2. Acoustic Feature Extraction

Acoustic features that represent the musical mood are de-
signed as shown in Table 1 upon existing studies of mood
extraction [9]. These features extracted from the power
spectrogram, X(t, f), for each frame (100 frames per sec-
ond). The spectrogram is calculated by short-time Fourier
transform of the monauralized input audio signal, where t
and f are the frame and frequency indices, respectively.

Table 1: Acoustic features representing musical mood.
Acoustic intensity features
Dim. Symbol Description
1 S1(t) Overall intensity
2–8 S2(i, t) Intensity of each subband*
Acoustic timbre features
Dim. Symbol Description
9 S3(t) Spectral centroid
10 S4(t) Spectral width
11 S5(t) Spectral rolloff
12 S6(t) Spectral flux
13–19 S7(i, t) Spectral peak of each subband*
20–26 S8(i, t) Spectral valley of each subband*
27–33 S9(i, t) Spectral contrast of each subband*

* 7-bands octave filterbank.

2.2.1. Acoustic Intensity Features

Overall intensity for each frame, S1(t), and intensity of each
subband, S2(i, t), are defined as

S1(t) =
FN∑
f=1

X(t, f) and S2(i, t) =
FH(i)∑

f=FL(i)

X(t, f),

where FN is the number of frequency bins of power spectro-
gram, FL(i) and FH(i) are the indices of lower and upper
bounds for the i-th subband, respectively. The intensity of
each subband helps to represent acoustic brightness. We use
octave filterbanks that divide the power spectrogram into n
octave subbands:[

1,
FN

2n−1

)
,

[
FN

2n−1
,

FN

2n−2

)
, . . . ,

[
FN

2
, FN

]
,

where n is the number of subbands and set to 7 in our ex-
periments.

2.2.2. Acoustic Timbre Features

Acoustic timbre features consist of spectral shape features
and spectral contrast features, which are known to be effec-
tive in detecting musical moods [10, 9]. The spectral shape
features are represented by spectral centroid S3(t), spectral
width S4(t), spectral rolloff S5(t), and spectral flux S6(t)
as follows:

S3(t) =

∑FN

f=1 X(t, f)f
S1(t)

,

S4(t) =

∑FN

f=1 X(t, f)(f − S3(t))2

S1(t)
,

S5(t)∑
f=1

X(t, f) = 0.95S1(t) and

S6(t) =
FN∑
f=1

(log X(t, f) − log X(t − 1, f))2.
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On the other hand, the spectral contrast features are ob-
tained as follows. Let a vector,

(X(i, t, 1), X(i, t, 2), . . . , X(i, t, FN (i))),

be the power spectrogram in the t-th frame and i-th sub-
band. By sorting these elements in descending order, we
obtain another vector,

(X ′(i, t, 1), X ′(i, t, 2), . . . , X ′(i, t, FN (i))),

where

X ′(i, t, 1) > X ′(i, t, 2) > · · · > X ′(i, t, FN (i)),

and FN (i) is the number of the i-th subband frequency bins:

FN (i) = FH(i) − FL(i).

Here, the spectral contrast features are represented by spec-
tral peak S7(i, t), spectral valley S8(i, t), and spectral con-
trast S9(i, t) as follows:

S7(i, t) = log

(∑βFN (i)
f=1 X ′(i, t, f)

βFN (i)

)
,

S8(i, t) = log

∑FN (i)
f=(1−β)FN (i) X ′(i, t, f)

βFN (i)

 , and

S9(i, t) = S7(i, t) − S8(i, t),

where β is a parameter to extract stable peak and valley val-
ues, and set to 0.2 in our experiments.

2.3. Similarity calculation
Our QBE retrieval system needs to calculate the similar-
ity between musical pieces, i.e., a query example and each
piece in a database, on the basis of the whole mood of the
piece. Musical genres usually depend on the whole mood,
not detailed variations.

To model the mood of each piece, we use a Gaussian
Mixture Model (GMM) that approximates the distribution
of acoustic features. We set the number of the mixtures to
8. Although the dimension of the obtained acoustic features
was 33, it was reduced to 9 by using the principal compo-
nent analysis where the cumulative percentage of eigenval-
ues was 0.95.

To measure the similarity among feature distributions,
we utilized Earth Movers Distance (EMD) [11]. The EMD
is based on the minimal cost needed to transform one distri-
bution into another one.

3. SOUND SOURCE SEPARATION USING
INTEGRATED TONE MODEL

As mentioned in Section 1, musical audio signals should
be separated into instrument parts beforehand to boost and
reduce the volume of those parts. We describe our sound
source separation method in this section.

Input and output of our method are described as follows:

Table 2: Parameters of integrated tone model.
Symbol Description
w

(J)
kl Overall amplitude

w
(H)
kl , w

(I)
kl Relative amplitude of harmonic and inharmonic

tone models
u

(H)
klm Amplitude coefficient of temporal power enve-

lope for harmonic tone model
v
(H)
kln Relative amplitude of n-th harmonic component

u
(I)
klm Amplitude coefficient of temporal power enve-

lope for inharmonic tone model
v
(I)
kln Relative amplitude of the n-th inharmonic com-

ponent
τkl Onset time
ρ
(H)
kl Diffusion of temporal power envelope for har-

monic tone model
ρ
(I)
kl Diffusion of temporal power envelope for inhar-

monic tone model
ω

(H)
kl F0 of harmonic tone model

σ
(H)
kl Diffusion of harmonic components along fre-

quency axis
β, κ Coefficients that determine the arrangement of

the frequency structure of inharmonic model

Input Power spectrogram of a musical piece and its musi-
cal score (standard MIDI file).2 We suppose the spec-
trogram and the score have already been aligned (syn-
chronized) by using another method.

Output Decomposed spectrograms that correspond to each
instrument.

To separate the power spectrogram, we approximate the
power spectrogram is additive. The musical audio signal
corresponding to the decomposed power spectrogram is ob-
tained by using the inverse short-time Fourier transform
with the phase of the input spectrogram. In addition, we
used an instrument sound database as training data for learn-
ing acoustic features of each musical instrument.

In this section, we first define the problem of separating
sound sources and the integrated tone model. We then de-
rive an iterative algorithm that consists of two steps: sound
source separation and model parameter estimation.

3.1. Integrated tone model of harmonic and inharmonic
models

Separating the sound source means decomposing the input
power spectrogram, X(t, f), into a power spectrogram that
corresponds to each musical note, where t and f are the time
and the frequency, respectively. We assume that X(t, f) in-
cludes K musical instruments and the k-th instrument per-
forms Lk musical notes.

2Standard MIDI files for famous songs are often available thanks to
Karaoke applications.

DAFX-3



Proc. of the 12th Int. Conference on Digital Audio Effects (DAFx-09), Como, Italy, September 1-4, 2009

(a) Overview of harmonic tone model. (b) Temporal structure of harmonic tone model. (c) Frequency structure of harmonic tone model.

Figure 2: Overall, temporal and frequency structures of harmonic tone model. Harmonic tone model consists of a two-
dimensional Gaussian Mixture Model, and is factorized into a pair of one-dimensional GMMs.

(a) Equally-spaced Gaussian ker-
nels along the log-scale frequency,
F(f).

(b) Gaussian kernels obtained by
changing the random variables of
the kernels in (a).

Figure 3: Frequency structure of inharmonic tone model.

We use an integrated tone model, Jkl(t, f), to repre-
sent the power spectrogram of the l-th musical note per-
formed by the k-th musical instrument ((k, l)-th note). This
tone model is defined as the sum of harmonic-structure tone
models, Hkl(t, f), and inharmonic-structure tone models,
Ikl(t, f), multiplied by the whole amplitude of the model,
w

(J)
kl :

Jkl(t, f) = w
(J)
kl

(
w

(H)
kl Hkl(t, f) + w

(I)
kl Ikl(t, f)

)
,

where w
(J)
kl and

(
w

(H)
kl , w

(I)
kl

)
satisfies the following con-

straints: ∑
k,l

w
(J)
kl =

∫∫
X(t, f) dt df,

∀k, l : w
(H)
kl + w

(I)
kl = 1

The harmonic tone model, Hkl(t, f), is defined as
a constrained two-dimensional Gaussian Mixture Model
(GMM), which is a product of two one-dimensional GMMs,∑

u
(H)
klmE

(H)
klm(t) and

∑
v
(H)
kln F

(H)
kln (f). This model is de-

signed by referring to the harmonic-temporal-structured
clustering (HTC) source model [12]. Analogously, the in-
harmonic tone model, Ikl(t, f), is defined as a constrained

two-dimensional GMM that is a product of two one-
dimensional GMMs,

∑
u

(I)
klmE

(I)
klm(t) and

∑
v
(I)
klnF

(I)
kln(f).

The temporal structures of these tone models, E
(H)
klm(t) and

E
(I)
klm(t), are defined as an identical mathematical formula,

but the frequency structures, F
(H)
kln (f) and F

(I)
kln(f), are de-

fined as different forms. The definition of these models is
as follows:

Hkl(t, f) =
MH−1∑
m=0

NH∑
n=1

u
(H)
klmE

(H)
klm(t)v(H)

kln F
(H)
kln (f),

Ikl(t, f) =
MI−1∑
m=0

NI∑
n=1

u
(I)
klmE

(I)
klm(t)v(I)

klnF
(I)
kln(f),

E
(H)
klm(t) =

1
√

2πρ
(H)
kl

exp
(
−

(t − τ
(H)
klm)2

2(ρ(H)
kl )2

)
,

F
(H)
kln (f) =

1
√

2πσ
(H)
kl

exp
(
−

(f − ω
(H)
kln )2

2(σ(H)
kl )2

)
,

E
(I)
klm(t) =

1
√

2πρ
(I)
kl

exp
(
−

(t − τ
(I)
klm)2

2(ρ(I)
kl )2

)
,

F
(H)
kln (f) =

1√
2π(f + κ) log β

exp
(
− (F(f) − n)2

2

)
,

τ
(H)
klm = τkl + mρ

(H)
kl ,

ω
(H)
kln = nω

(H)
kl ,

τ
(I)
klm = τkl + mρ

(I)
kl , and

F(f) = log
(f

κ
+ 1

)/
log β.

All parameters of Jkl(t, f) are listed in Table 2. Here, MH

and NH are the number of Gaussian kernels that repre-
sent temporal and frequency structures of the harmonic tone
model, and MI and NI are the number of Gaussians that
represent the ones of the inharmonic tone model, respec-
tively. β and κ are coefficients that determine the arrange-
ment of Gaussian kernels for the frequency structure of the
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inharmonic model3. u
(H)
klm, v

(H)
kln , u

(I)
klm, and v

(I)
kln satisfy the

following conditions:

∀k, l :
∑
m

u
(H)
klm = 1, ∀k, l :

∑
n

v
(H)
kln = 1,

∀k, l :
∑
m

u
(I)
klm = 1, and ∀k, l :

∑
n

v
(I)
kln = 1.

As shown in Figure 3, function F
(I)
kln(f) is derived by

changing the variables of the following probability density
function:

N (g;n, 1) =
1√
2π

exp
(
− (g − n)2

2

)
,

from g = F(f) to f , i.e.,

F
(I)
kln(f) =

dg

df
N

(
F(f);n, 1

)
=

1
(f + κ) log β

1√
2π

exp
(
− (F(f) − n)2

2

)
.

3.2. Iterative separation algorithm
The goal of this separation is to decompose X(t, f) into
(k, l)-th note by multiplying a spectrogram distribution
function, ∆(J)(k, l; t, f), which satisfies

∀k, l, t, f : 0 ≤ ∆(J)(k, l; t, f) ≤ 1 and

∀t, f :
∑
k,l

∆(J)(k, l; t, f) = 1.

With ∆(J)(k, l; t, f), the separated power spectrogram,
X

(J)
kl (t, f), is obtained as

X
(J)
kl (t, f) = ∆(J)(k, l; t, f)X(t, f).

Then, let ∆(H)(m,n; k, l, t, f) and ∆(I)(m,n; k, l, t, f)
be spectrogram distribution functions that decompose
X

(J)
kl (t, f) into each Gaussian distribution of the harmonic

and inharmonic models, respectively. These functions sat-
isfy

∀k, l,m, n, t, f : 0 ≤ ∆(H)(m,n; k, l, t, f) ≤ 1,

∀k, l,m, n, t, f : 0 ≤ ∆(I)(m,n; k, l, t, f) ≤ 1, and

∀k, l, t, f :
∑
m,n

∆(H)(m,n; k, l, t, f)

+
∑
m,n

∆(I)(m,n; k, l, t, f) = 1.

With these functions, the separated power spectrograms,
X

(H)
klmn(t, f) and X

(I)
klmn(t, f), are obtained as

X
(H)
klmn(t, f) = ∆(H)(m,n; k, l, t, f)X(J)

kl (t, f) and

3If 1/(log β) and κ are set to 1127 and 700, F(f) is equivalent to the
mel scale of f Hz.

X
(I)
klmn(t, f) = ∆(I)(m,n; k, l, t, f)X(J)

kl (t, f).

To evaluate the effectiveness of this separation, we use
an objective function defined as the Kullback-Leibler (KL)
divergence from X

(H)
klmn(t, f) and X

(I)
klmn(t, f) to the each

Gaussian kernel of the harmonic and inharmonic models:

Q(∆) =
∑
k,l

(∑
m,n

∫∫
X

(H)
klmn(t, f)

log
X

(H)
klmn(t, f)

u
(H)
klmv

(H)
kln E

(H)
klm(t)F (H)

kln (f)
dt df

+
∑
m,n

∫∫
X

(I)
klmn(t, f)

log
X

(H)
klmn(t, f)

u
(H)
klmv

(H)
kln E

(H)
klm(t)F (H)

kln (f)
dt df

)
.

By minimizing Q(∆) pertaining to the distribution func-
tions, we obtain the spectrogram distribution function and
decomposed spectrograms, i.e., separated sounds, on the ba-
sis of the parameters of the tone models.

Once the input spectrogram is decomposed, the likeliest
model parameters are calculated using a statistical estima-
tion. We use prior distributions for several model parame-
ters, w(H)

kl and w
(I)
kl , u(H)

klm, v(H)
kln , u(I)

klm, and v
(I)
kln, to estimate

robust parameters. These prior distributions are defined as
Dirichlet distributions. An another objective function, Q(θ),
is used to estimate model parameters using the prior distri-
butions, and is defined as

Q(θ) =Q(∆) + logB
(
w

(H)
kl , w

(I)
kl ;α(H)

wk
, α(I)

wk

)
+ logD

({
u

(H)
klm

}
;
{
α(H)

ukm

})
+ logD

({
v
(H)
kln

}
;
{
α(H)

vkn

})
+ logD

({
u

(I)
klm

}
;
{
α(I)

ukm

})
+ logD

({
v
(I)
kln

}
;
{
α(I)

vkn

})
.

Here B(·) and D(·) are the probability density function
of the Beta and Dirichlet distributions, and α

(H)
wk , α

(I)
wk ,{

α
(H)
ukm

}
,
{
α

(H)
vkn

}
,
{
α

(I)
ukm

}
, and

{
α

(I)
vkn

}
are parameters of

these distributions for each instrument. Note that this mod-
ification of the objective function has no effect on the cal-
culation of the distribution function. The parameter update
equations are described in Appendix A.

We obtain an iterative algorithm that consists of two
steps: one is the step in which the distribution function is
calculated while the model parameters are fixed, and the
other is the step in which the parameters are updated under
the distribution function. This iterative algorithm is equiv-
alent to the Expectation-Maximization (EM) algorithm on
the basis of the maximum A Posteriori estimation.
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(a) Genre shift caused by changing the volume of vocal.
Genre with the highest similarity changed from rock to

popular and to jazz.

(b) Genre shift caused by changing the volume of guitar.
Genre with the highest similarity changed from rock to

popular.

(c) Genre shift caused by changing the volume of drums.
Genre with the highest similarity changed from popular to

rock and to dance.

Figure 4: Ratio of average EMD per genre to average EMD
of all genres while reducing or boosting the volume of sin-
gle instrument part. Here, (a), (b), and (c) are for the vocal,
guitar, and drums, respectively. Note that a smaller ratio of
the EMD plotted in the lower area of the graph indicates
higher similarity.

(a) Genre shift caused by changing the volume of vocal and
guitar.

(b) Genre shift caused by changing the volume of vocal
and drums.

(c) Genre shift caused by changing the volume of guitar
and drums.

Figure 5: Genres that have the smallest EMD (the highest
similarity) while reducing or boosting the volume of two in-
strument parts. The top, middle, and bottom are the cases
of the vocal-guitar, vocal-drums, and guitar-drums, respec-
tively.
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4. EXPERIMENTAL EVALUATION

We conducted experiments to explore the relationship be-
tween instrument volume balances and genres. Given
the query musical piece of which the volume balance is
changed, the genres of the retrieved musical pieces are in-
vestigated.

Ten musical pieces were excerpted for the query from
the RWC Music Database: Popular Music (RWC-MDB-
P-2001 No. 1–10) [13]. The audio signals of these musi-
cal pieces were separated into each musical instrument part
using the standard MIDI files which are provided as the
AIST annotation [14]. The evaluation database consisted
of other 50 musical pieces excerpted from the RWC Music
Database: Musical Genre (RWC-MDB-G-2001). This ex-
cerpted database includes musical pieces in the following
genres: Popular, Rock, Dance, Jazz, and Classical.

In the experiments, we reduced or boosted the volumes
of three instrument parts — the vocal, guitar, and drums.
To shift the genre of the musical piece by changing the vol-
ume of these parts, the part of an instrument should have
sufficient duration4. Thus, the above three instrument parts
were chosen because these parts satisfy the following two
constraints:

1. be played in all 10 musical pieces for the query, and

2. be played for more than 60 % of the duration of each
piece.

The EMDs were calculated between the acoustic fea-
ture distributions of each query song and each piece in the
database, while reducing or boosting the volume of these
musical instrument parts between −20 and +20 dB. Figure
4 shows the results of changing the volume of a single in-
strument part. The vertical axis is the relative ratio of the
EMD averaged over the 10 pieces, which is defined as:

EMD ratio =
average EMD of each genre
average EMD of all genres

.

On the other hand, Figure 5 shows the results of simultane-
ously changing the volume of two instrument parts (instru-
ment pairs).

4.1. Volume change of single instrument

The results in Figure 4 clearly show that the genre shift
occurred by changing the volume of any instrument part.
Note that the genre of the retrieved pieces at 0 dB (giving
the original queries without any changes) is same for all the
three figures (a), (b), and (c). Although we used 10 popular
songs excerpted from the RWC Music Database: Popular
Music for the queries, they are considered to be rock mu-
sic at the genre with the highest similarity at 0 dB because

4For example, the volume of an instrument that is performed for 5 sec-
onds in a 5-minute musical piece may not affect the genre of the piece.

those songs actually have the rock taste with strong guitar
and drum sounds.

By increasing the volume of the vocal from -20 dB, the
genre with the highest similarity shifted from rock (-20 to
4 dB), to popular (5 to 9 dB), and to jazz (10 to 20 dB) as
shown in Figure 4 (a). By changing the volume of the gui-
tar, the genre shifted from rock (-20 to 7 dB) to popular (8
to 20 dB) as shown in Figure 4 (b). Although it was com-
monly observed that the genre shifted from rock to popular
in both cases of vocal and guitar, the genre shift to jazz oc-
curred only in the case of vocal. These results indicate that
the vocal and guitar would have different importance in the
jazz music. By changing the volume of the drums, genres
shifted from popular (-20 to -7 dB), to rock (-6 to 4 dB),
and to dance (5 to 20 dB) as shown in Figure 4 (c). These
results indicate the reasonable relationship between the in-
strument volume balance and the musical genre shift, and
this relationship is consistent with typical images of musi-
cal genres.

4.2. Volume change of two instruments (pair)
The results in Figure 5 show that the genre shift depends
on the volume change of two instrument parts. If one of
the part is not changed (at 0 dB), the results are same with
Figure 4.

Although the basic tendency in the genre shifts is similar
to the single instrument experiment, classical music, which
does not appear as the genre with the highest similarity in
Figure 4, appears in Figure 5 (b) when the vocal part is
boosted and the drums part is reduced. The similarity of
rock music is decreased when we separately boosted one of
the guitar or drums, but it is interesting that rock music can
keep the highest similarity if both of the guitar and drums
are boosted together as shown in Figure 5 (c). This result
is well matched with the typical image of rock music, and
suggests promising possibilities as a tool for customizing
the query for QBE retrieval.

5. CONCLUSION

We have described musical genre shift by changing the vol-
ume of separated instrument parts and a QBE retrieval ap-
proach on the basis of the genre shift. This approach is im-
portant because it was not possible for a user to customize
the QBE query in the past and the user always had to find
different pieces to obtain different retrieved results. By us-
ing the genre shift based on our original sound sourse sep-
aration method, it becomes easy and intuitive to customize
the QBE query just by changing the volume of instrument
parts. Experiments results confirmed our hypothesis that the
musical genre shifts in relation to the volume balance of in-
struments.

Although the current genre shift depends on only the
volume balance, other factors such as rhythm patterns,
sound effects, and chord progressions will also be useful
to cause the shift if we can control them. In the future, we
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plan to pursue the promising approach proposed in this pa-
per and develop a better QBE retrieval system that easily
reflects user’s intention and preference.
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A. PARAMETER UPDATE EQUATIONS
We describe the update equation for each parameter derived from
the M-step of the EM algorithm by differentiating the cost function
about each parameter. Let X

(H)
klmn(t, f) and X

(I)
klmn(t, f) be the

decomposed power:
X

(H)
klmn(t, f) = ∆(H)(m, n; k, l, t, f)X

(J)
kl (t, f) and

X
(I)
klmn(t, f) = ∆(I)(m, n; k, l, t, f)X

(J)
kl (t, f).

Summation or integration of the decomposed power over in-
dices or variables are denoted by omitting these characters, e.g.,
X

(H)
kl (t, f) and X

(H)
klm.

A.1. w
(J)
kl : overall amplitude

w
(J)
kl = X

(H)
kl + X

(I)
kl .

A.2. w
(H)
kl , w

(I)
kl : relative amplitude of harmonic and inhar-

monic tone models

w
(H)
kl =

X
(H)
kl + α

(H)
wk

X
(H)
kl + X

(I)
kl + α

(H)
wk + α

(I)
wk

and

w
(H)
kl =

X
(I)
kl + α

(I)
wk

X
(H)
kl + X

(I)
kl + α

(H)
wk + α

(I)
wk

.

A.3. u
(H)
klm: amplitude coefficient of temporal power envelope

for harmonic tone model

u
(H)
klm =

X
(H)
klm + α

(H)
ukm

X
(H)
kl +

P

m α
(H)
ukm

.

A.4. v
(H)
kln : relative amplitude of n-th harmonic component

v
(H)
kln =

X
(H)
kln + α

(H)
vkn

X
(H)
kl +

P

n α
(H)
vkn

.

A.5. u
(I)
klm: amplitude coefficient of temporal power envelope

for inharmonic tone model

u
(I)
klm =

X
(I)
klm + α

(I)
ukm

X
(I)
kl +

P

m α
(I)
ukm

.

A.6. v
(I)
kln: relative amplitude of n-th inharmonic component

v
(I)
kln =

X
(I)
kln + α

(I)
vkn

X
(I)
kl +

P

n α
(I)
vkn

.

A.7. τkl: onset time

τkl =

 

X

m

Z

(t − mρ
(H)
kl )X

(H)
klm(t) df

+
X

m

Z

(t − mρ
(I)
kl )X

(I)
klm(t) df

!

‹`

X
(H)
kl + X

(I)
kl

´

.

A.8. ω
(H)
kl : F0 of harmonic tone model

ω
(H)
kl =

P

n

R

nfX
(H)
kln (f) df

P

n n2X
(H)
kln

.

A.9. σ
(H)
kl : diffusion of harmonic components along frequency

axis

σ
(H)
kl =

v

u

u

t

P

n

R

(f − nω
(H)
kl )2X

(H)
kln (f) df

X
(H)
kl

.
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