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ABSTRACT 

Auto-regressive (AR) modeling is a powerful tool having many ap
plications in audio signal processing. The modeling procedure can 
be focused to low or high frequency range using frequency warp
ing. Conventionally the AR-modeling procedure is accomplished 
with frame-by-frame processing which introduces latency. As with 
any frame-by-frame algorithm full frame has to be available for the 
algorithm before any output can be produced. This latency makes 
AR-modeling more or less unusable in real-time sound effects es
pecially when long frame lengths are required. In this paper we 
introduce an exponential weighting (EW) method for sample-by-
sample update of the warped AR-model. This method reduces the 
latency down to the order of the AR-model. 

1. INTRODUCTION 

An auto-regressive model [1] assumes that a signal sample yn can 
be predicted as a linear combination of previous samples and is 
defined by 

p 

yn = − am yn−m + en , (1) 
m=1 

where p is the order of the model, am are the model coefficients, 
and en is the prediction error (i.e. residual). When signal samples 
are known the prediction error is given by 

p 

en = yn + amyn−m. (2) 
m=1 

The model coeffients are chosen to minimize the prediction error 
usually in a least squares sense. There exist several algorithms 
for calculating the model coefficients (see e.g. [2]). In this paper 
Burg’s method [3] is used and a time-domain exponential weight
ing (EW) method for sample-by-sample update of the model coef
ficients is introduced. 

Frequency warping [4] can be used to emphasize the modeling 
procedure to the low or high frequency range of the signal. This 
is highly useful in audio signal processing since audio signals usu
ally have most of their energy concentrated to frequencies below 
10 kHz. Frequency warping is achieved via bilinear mapping in 
the z-plane 

z̃
−1 

= D(z) = 
z −1 

− λ 

1 − λz−1 
, (3) 

where λ is the warping parameter. This implies that frequency 
warping can be incorporated into existing methods simply by re
placing unit delays z −1 by allpass filters D(z). 
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2. WARPED BURG’S METHOD 

Equation (2) represents a finite impulse response (FIR) filter and 
therefore can also be realized by a lattice structure depicted in Fig
ure 1. The reflection coefficients are chosen to minimize the for
ward and backward prediction errors f (m) and b(m) at each stage n n 

independently. Solution to this problem is given as 

2〈f
(m−1)

b
(m−1) 

n n−1 (4)km = −

〈f
(m−1)

f
(m−1)

〉 + 〈b
(m−1)

b
(m−1) 

, 
n n n−1 n−1 

where 〈 〉 denotes expectation value. This reflection coefficient is 
then used to obtain prediction errors of stage m 

f
(m) 

= f
(m−1) 

+ kmb
(m−1) 

n n n−1 
(5) 

b
(m) 

= b
(m−1) 

+ kmf
(m−1) 

n n−1 n . 

b
(0)Initially f (0) 

= n = yn. If the actual model coefficients are 
needed they can be obtained via Levinson-Durbin recursion [5, 6]. 
When frequency warping is used in Burg’s method the unit delays 
of the lattice filter are replaced by warped allpass filters D(z). The 
resulting structure is shown in Figure 2. Frequency warping causes 
only minor modifications to the modeling equations. The warped 
reflection coefficient is given by 

n 

2〈f
(m−1)

b
(m−1) 

n 
˜

n 〉
˜ (6)km = −

〈f
(m−1)

f
(m−1) 

b
(m−1)

b
(m−1) 

, 
n n 〉 + 〈˜n 

˜
n 〉 

where m = 1, 2, . . . , p and 

b
(m) 

b
(m)˜ = b

(m−1) 
− λ b

(m−1) 
−

˜
n−1 , (7)n n−1 n 

which is the warped backward prediction error. The reflection 
equations are respectively transformed to 

f
(m) 

= f
(m−1) 

b
(m)

+ ˜
n n km 

˜
n 

(8) 
b
(m) 

f
(m−1)

= b
(m) 

+ ˜
n 

˜
n km n 

For a more detailed description see [7]. 

3. SAMPLE-BY-SAMPLE UPDATE 

When using frame-by-frame AR-modeling the latency of the mod
eling phase is at least equal to the frame size used. This causes a 
disturbing delay if AR-modeling is used e.g. in a real-time sound 
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Figure 1: The lattice filter structure used in conventional Burg’s method. 
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Figure 2: The lattice filter structure used in warped Burg’s method. 

effect. By using sample-by-sample update this latency can be re
duced to be equal to the order of the model. 

Previously, a method has been developed for obtaining sample-
by-sample update of the AR-model coefficients in a non-warped 
case, namely the gradient adaptive lattice method (GAL) [8]. This 
method can also be further developed to the frequency warped 
case. However, GAL does not ensure the stability of the model, 
i.e. km are not guaranteed to have absolute value less than unity 
although usually this is the case. 

3.1. Gradient adaptive lattice method 

GAL method uses the gradient of the prediction error energy 

� �2 � �2 

Ĵ
(m) 

= f
(m) 

+ b
(m) 

. n n n 

The updated reflection coefficient is 

km(n) = km(n − 1) + Δkm(n), 

(9) 

(10) 

where Δkm(n) can be estimated by using steepest descent ap
proach which gives 

J
(m)

∂ ˆn
Δkm(n) = −µm , (11)

∂km 

where µm is a step size parameter and 

∂ ˆnJ
(m) 

= 2 f
(m)

b
(m−1) 

+ b
(m)

f
(m−1) 

n n . (12)
∂km

n (n−1) 

The step size parameter µm can be adapted to the prediction error 
energy estimate to have faster adaptation for fast changes in signal. 
This is done by choosing 

1 − β 
µm = (13) 

D
(m)

2 ˆ
n 

D
(m)where β is a smoothing parameter and ˆn is the estimate of the 

prediction error energy after lattice stage m having value 

� �2 � �2 

D
(m) 

D
(m) 

f
(m−1) 

+ b
(m−1)ˆ

n = β ˆ
n−1 + (1 − β) n . (14)

n−1 

3.2. Exponential weighting method 

The proposed EW method for sample-by-sample update for the 
model parameters is to use time-domain exponential weighting 
to calculate the expectation values in equation (6).  This can be 
achieved by 

f
(m)

〈f
(m)

f
(m)

〉 ≈ F
(m) 

= αF
(m) 
n−1 + (1 − α)f

(m) 
n n n n n 

b
(m)

b
(m)

〈
˜

n 
˜

n 〉 ≈ B
(m) 

= αB
(m) 

b
(m)

b̃
(m) (15)

n n−1 + (1 − α)˜n n 

˜
〈f

(m)
b
(m)

〉 ≈ X
(m) 

= αX
(m) 

n b
(m) 

,n n n n−1 + (1 − α)f
(m)˜

n 

where α is a smoothing parameter. The higher the value of α is the 
more weight is given to the past values and the longer is the time 
required for the model to adapt to changes in the source. The time 
constant of the adaptation is 

1 − α 
τ = Δt, (16)

α 
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Table 1: Comparison of the operations needed per sample in each
lattice stage for gradient adaptive lattice method, proposed EW
method and EW with warping

ADD MULT DIV

GAL 8 11 1
EW 7 11 1

EW + Warping 9 12 1

where Δt is the sampling interval. Now the reflection coeffi-
cient k̃m can be calculated from

k̃m(n) = −

2X
(m)
n

F
(m)
n + B

(m)
n

(17)

3.3. Computational costs

In Table 1 the computational costs of GAL method, the proposed
EW method, and EW method with warping are presented. The
computational costs of GAL and EW methods are nearly equal.
The computational costs for GAL includes step size adaptation.

No quantitative comparison between frame-by-frame methods
and sample-by-sample methods are shown here. Usually block
processing methods have to use overlap-and-add which causes each
sample to be processed at least twice making the computational
costs greater than either of the sample-by-sample methods dis-
cussed in this paper.

3.4. Modeling performance

In Figures 3 and 4 the modeling performances of the EW method,
GAL method, and the frame-by-frame method are compared. The
modeled signal was a guitar tone sampled at 44.1 kHz. Model
order p was 6. The figures represent the tracks of reflection co-
efficients k2, k3, and k4 as a function of time. The smoothing
parameter α had value of 0.9999 in both experiments

Figure 3 compares the EW method and the frame-by-frame
method. Value λ = 0.2 was used for warping parameter. With
frame-by-frame method frame size 1000 was used with 90 % over-
lap. At each position the center of the frame used in frame-by-
frame method is aligned with the sample that is fed into the EW al-
gorithm. Figure 4 compares the EW method and the GAL method.
In this case no warping was used. From these experiments it is
easy to notice that the model obtained with the EW method is con-
sistent with the model obtained using the other methods.

4. APPLICATIONS

AR-modeling has previously been succesfully applied to e.g. par-
tial tracking [9], transient sound analysis [10], click detection [11],
and vocoding. With the proposed method frequency warping can
be incorporated into these effects without losing real-time nature
due to the long latency introduced by block processing.

In AR-model based click detection using frequency warping
with negative warping factor enhances the performance [12]. In
Figure 5 the proposed method is applied to click detection. The
signal sample consist of 50000 samples of orchestral music sam-
pled at 44.1 kHz and corrupted by crackle. The signal is fed
through the algorithm and the resulting residual is shown in the

SIGNAL

k 2
k 3

k 4

Figure 3: Tracks of the reflection coefficients using frame-by-frame
method (thick gray line) and the exponential weighting method
(thin black line).

lower figure. Model order p = 6, warping factor λ = −0.5, and
smoothing parameter value α = 0.9999 was used. In the original
signal the degradations are well hidden. The modeling process en-
hances the disturbances and allows a restoration algorithm to focus
only on the damaged sections that can be identified e.g. by simple
thresholding.

5. CONCLUSIONS

In this paper we have adressed the problem of reducing latency in
the AR-modeling procedure where frame-by-frame methods are
conventionally used. We have introduced an exponential weight-
ing (EW) method for sample-by-sample update of the AR-model
including frequency warping. We have shown the calculation ef-
ficiency of the method and compared it to the excisting gradient
adaptive lattice (GAL) in the non-warped case. The latency is re-
duced to the order of the model in the proposed method.
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