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ABSTRACT 

This paper introduces research issues on multimodal interaction 
and interfaces for expressive sound control. We introduce Mul-
tisensory Integrated Expressive Environments (MIEEs) as a 
framework for Mixed Reality applications in the performing arts. 
Paradigmatic contexts for applications of MIEEs are multimedia 
concerts, interactive dance / music / video installations, interactive 
museum exhibitions, distributed cooperative environments for 
theatre and artistic expression. MIEEs are user-centred systems 
able to interpret the high-level information conveyed by perform-
ers through their expressive gestures and to establish an effective 
multisensory experience taking into account expressive, emo-
tional, affective content. The lecture discusses some main issues 
for MIEEs and presents the EyesWeb (www.eyesweb.org) 
open software platform which has been recently redesigned (ver-
sion 4) in order to better address MIEE requirements. Short live 
demonstrations are also presented. 

1. INTRODUCTION 

A number of interactive systems are currently available to process 
audio and/or video streams: e.g. PureData, Max/MSP 
(www.cycling74.com), Isadora (www.troikatronix.co 
m). These and other systems are particularly oriented toward a 
single modality of interaction, i.e., they might perform well when 
working with audio only (PureData, Max) or video only (Isadora). 
Support to sensory fusion and multimodality is very low if any. In 
the recent years several new requirements emerged for interactive 
systems (see e.g. [1]). Multimodal interfaces are not only a matter 
of working with streams of different types or with different sen-
sors, but mainly concerns the ability to work at different abstrac-
tion levels and to support integrated processing of different chan-
nels [7]. The EU-IST project MEGA (Multisensory Expressive 
Gesture Applications, www.megaproject.org) defined a 
conceptual framework for multimodal expressive gesture process-
ing, structured on four layers [17]. 
This paper gives a personal view on the perspective on next gen-
erations of interactive systems, by introducing Multisensory Inte-
grated Expressive Environments (MIEEs), and introduces some 
latest developments around the EyesWeb research project, which 
aims at a partial implementation of MIEEs. 

2. BEYOND INTERACTIVE SYSTEMS  

The real-time multimodal processing and the modelling of expres-
sive gesture in on-stage interactive performances is a challenge for 
both scientific and artistic research [1,9]. Multimodality and ex-

pressiveness [9,17] are intended to contribute to improve state of 
the art hyper- and virtual musical instruments [2,3,8], interactive 
dance, and interactive performances in general where technology 
is not only a tool, but rather it is integrated with art at the level of 
language and it becomes something intrinsic to the artwork. This 
leads to the concept of Multisensory Integrated Expressive Envi-
ronments (MIEEs) [17]. MIEEs can be conceived of as a new 
generation of musical instruments based on real-time and intelli-
gent human-machine interaction [18]: new musical instruments as 
a holistic human-machine concept based on an assembly of modu-
lar input/output devices and musical software components that are 
arranged according to essential human musical content processing 
capabilities. MIEEs aim at providing the extended digital plat-
forms for the exchange of expressiveness through cross-modal 
interactions at levels that go beyond the classical multimedia ap-
proaches in art. 
An example of a partial exploitation of the concept of MIEEs in 
large scale performances is in the work “Cronaca del Luogo” by 
Luciano Berio (opening of Salzburg Festival, 1999) in which the 
EyesWeb system (www.eyesweb.org) was used to control in 
real-time the processing of the voice of the main character depend-
ing on an analysis of the performer’s gestures. More recent exam-
ples include the public performances in the framework of the EU-
IST Project MEGA (Multisensory Expressive Gesture Applica-
tions, www.megaproject.org), ranging from medium-scale 
events, e.g., the concert “Allegoria dell’opinione verbale” by 
Roberto Doati, to large-scale events, e.g., “Medea” by Adriano 
Guarnieri [5]. 
The design of MIEEs is challenging and many research issues 
have still to be faced. For example, systems must be endowed with 
the capability of interpreting performers’ gestures, and in particu-
lar expressiveness in the context where and when the gesture is 
performed. A MIEE should keep into account of spatial, temporal, 
and content memory. Information contained in performers’ gesture 
may be structured on several layers of complexity. A particular 
emphasis is on affective, expressive, emotional information. In 
fact, it is the capability of interpreting expressive information that 
allows interaction of technology and art at the level of the lan-
guage art employs to convey content and to provide the audience 
with an aesthetical experience. In this framework, a central role is 
assumed by research on expressive gesture, i.e., on the high-level 
emotional, affective content gesture conveys, on how to analyse 
and process this content, on how to use it in the development of 
innovative multimodal interactive systems able to provide users 
with natural expressive interfaces [9]. Related previous research 
concerns Affective Computing [10], KANSEI Information Proc-
essing [11], recent studies on the communication of expressive 
content or “implicit messages” [12], work by psychologists 
(e.g.,[13,14,15]) and - from art and humanities - theories from 
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choreography (e.g., Rudolf Laban’s Theory of Effort) and music 
composition (e.g., Schaeffer’s Morphology). 
Another key issue is the development of strategies for controlling 
and/or generating audio in real-time. That is, even if algorithms 
able to correctly and reliably interpret high-level expressive in-
formation from gesture were available, the problem of if and how 
to use such information in an artistic performance still remains 
open. In particular, a challenging direction is on the control of 
sound synthesis techniques using multimodal gesture analysis 
cues. A model for the mapping of cues (at different levels of de-
tail) from multimodal expressive gesture to the parameters con-
trolling sound synthesis is a very interesting direction in which 
some steps have already done (see for example [19]). For exam-
ple, an interesting research direction is to explore models where 
the natural “physicality” and meaning of cues related to expressive 
gesture is mapped on parameters of synthesis techniques by physi-
cal models or similar techniques where parameters have “physi-
cal”, non abstract meanings. 
A further difficulty is due to artistic choices of the designer of the 
performance, i.e., how much degrees of freedom the designer 
wishes to leave to the automatic systems in the control process, 
therefore abandoning the interaction metaphor of the “musical 
instrument” and going toward a dialog metaphor: in other words 
the role of technology in the artwork and, from a certain point of 
view, the concept of artwork. These aspects have been partially 
faced with the definition of the concept of expressive autonomy [16] 
and have been further investigated in the framework of the afore-
mentioned EU IST MEGA project with particular reference to the 
definition of a conceptual architecture for modelling possible con-
trol (mapping) strategies. 

3. MODELING EXPRESSIVE GESTURE 

An important issue concerns the modeling and processing of ex-
pressive gesture. To this aim, a first problem concerns the identifi-
cation of a suitable collection of descriptors (cues) that can be 
used for describing expressive gesture. Secondly, algorithms have 
to be defined and implemented to extract measures for such de-
scriptors. Finally, data analysis has to be performed on these 
measures in order to obtain high-level information. This is only a 
rough sketch of the analysis process: a review of some our recent 
research on algorithms for extraction of cues at several level of 
abstraction, from low-level signal-related cues to high-level analy-
sis of expressive content is available in [9]. Such algorithms pro-
vide the input for the strategies for gestural control of multimedia 
output, and in particular of sound synthesis.  
Expressive cues are likely to be structured on several layers of 
complexity. In analysis of dance fragments using video cameras 
for example, some cues can be directly measured on the video 
frames coming from a single video camera observing the dancer. 
Others may need more elaborate processing or 3D information. 
For example, it may be needed to identify and separate expressive 
gestures in a movement sequence in order to compute features that 
are strictly related to single gestures (e.g., duration, directness, 
fluency).  
In the framework of the EU-IST project MEGA (Multisensory 
Expressive Gesture Applications, (www.megaproject.org) a 
conceptual framework for expressive gesture processing has been 
defined, structured on four layers [17]. Layer 1 (Physical Signals) 
includes algorithms for gathering data captured by sensors such as 
video cameras, microphones, on-body sensors (e.g., accelerome-

ters), sensors of a robotic system, environmental sensors. Layer 2 
(Low-level features) extracts from the sensors data a collection of 
low-level cues describing the gesture being performed. In case of 
dance, for example, cues include kinematical measures (speed, 
acceleration of body parts), detected amount of motion, amount of 
body contraction/expansion.  Layer 3 (Mid-level features and 
maps) deals with two main issues: segmentation of the input 
stream (movement, music) in its composing gestures, and repre-
sentation of such gestures in suitable spaces. Thus, the first prob-
lem here is to identify relevant segments in the input stream and 
associate to them the cues deemed important for expressive com-
munication. For example, in dance analysis a fragment of a per-
formance might be segmented into a sequence of gestures where 
gesture’s boundaries are detected by studying velocity and direc-
tion variations. Measurements performed on a gesture are trans-
lated to a vector that identifies it in a semantic space representing 
categories of semantic features related to emotion and expression. 
Sequences of gestures in space and time are therefore transformed 
in trajectories in such a semantic space. Trajectories can then be 
analysed e.g., in order to find similarities among them and to 
group them in clusters. Layer 4 (Concepts and structures) is di-
rectly involved in data analysis and in extraction of high-level 
expressive information. In principle, it can be conceived as a con-
ceptual network mapping the extracted features and gestures into 
(verbal) conceptual structures. For example, a dance performance 
can be analysed in term of the performer’s conveyed emotional 
intentions, e.g., the basic emotions anger, fear grief, and joy. 
However, other outputs are also possible: for example, a structure 
can be envisaged describing the Laban’s conceptual framework of 
gesture Effort, i.e., Laban’s types of Effort such as “pushing”, 
“gliding”, etc. Experiments can also be carried out aiming at mod-
elling spectators’ engagement. Machine learning techniques can 
be employed ranging from statistical techniques (e.g., multiple 
regression and generalized linear techniques), to fuzzy logics or 
probabilistic reasoning systems (e.g., Bayesian networks), to vari-
ous kinds of neural networks (e.g., classical back-propagation 
networks, Kohonen networks), support vector machines, decision 
trees. In a recent experiment described in [4] we tried to classify 
expressive gesture in dance performance in term of the four basic 
emotions anger, fear, grief, and joy. Results showed a rate of cor-
rect classification for the automatic system (five decision tree 
models) in between chance level and spectators’ rate of correct 
classification. In another experiment, discussed in the same paper, 
we measured the engagement of listeners of a music performance 
(a Skriabin’s Etude) and analysed correlations with extracted au-
dio cues and with cues obtained from the movement of the per-
former (a pianist). 

4. THE EYESWEB 4 OPEN PLATFORM 

The EyesWeb open platform (www.eyesweb.org) has been 
designed with a special focus on the multimodal analysis and 
processing of non-verbal expressive gesture in human movement 
and music signals. It was developed at InfoMus Lab at DIST - 
University of Genova and recently it has been enhanced and re-
engineered to support features of MIEEs (version 4). EyesWeb 
consists of a number of integrated hardware and software modules 
that can be easily interconnected and extended in a visual envi-
ronment. The EyesWeb software includes a development envi-
ronment and a set of libraries of reusable software components 
that can be assembled by the user in a visual language to build 
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patches as in common computer music languages inspired to ana-
log synthesizers. EyesWeb is open so it is easily possible to extend 
it by third parties with libraries and plugins. 
Besides its wide use in artistic projects, EyesWeb is used to sup-
port experiments on computational models of non-verbal expres-
sive communication, on mapping, at different levels, gestures 
from different modalities (e.g., human full-body movement, mu-
sic) onto real-time generation of multimedia output (e.g., sound, 
music, visual media, mobile scenery). It allows fast development 
and experiment cycles of interactive performance setups. 
Recent improvements concern better support to cross-media and 
integrated real-time processing of different streams (e.g. audio and 
video), new libraries for real-time processing of expressive ges-
ture, support to XML and many other features in the direction of 
support to MIEEs. Modules and patches collocated at different 
layers in the conceptual framework (see previous Section) are 
available: modules to extract low-level parameters from audio and 
motion data (e.g., the coordinates of the baricenter of a dancer’s 
silhouette and its bounding rectangle, the loudness and roughness 
of an audio excerpt), modules to extract mid-level features and 
expressive cues (e.g., body contraction/expansion, amount of de-
tected motion, music tempo, articulation), high-level mappers 
(e.g., neural networks, Bayesian networks, Support Vector Ma-
chines). Many of such modules are included in the EyesWeb Ex-
pressive Gesture Processing Library [9], which now also includes 
3D cues. 
EyesWeb also supports distributed applications, e.g., patches run-
ning on several PCs, multi-user patches. In order to help pro-
grammers in developing blocks and extend the system, the 
EyesWeb Wizard software tool has been developed. Users can 
develop autonomously (i.e., possibly independently from 
EyesWeb) the algorithms and the basic software skeletons of their 
own modules. Then, the Wizard supports them in the process of 
transforming algorithms in integrated EyesWeb modules. 
Multiple versions of modules (versioning mechanism) are sup-
ported by the system, e.g., allowing the use in patches of different 
versions of the same data-type or module. EyesWeb has been the 
basic platform of the MEGA EU IST project. In the EU V Frame-
work Program it has also been adopted in the IST CARE HERE 
and IST MEDIATE projects on therapy and rehabilitation and by 
the MOSART network for training of young researchers. In the 
EU VI Framework Program it has been adopted by the TAI-CHI 
project (Tangible Acoustic Interfaces for Computer-Human Inter-
action) and by the Networks of Excellence ENACTIVE and 
HUMAINE. EyesWeb is fully available at its website 
(www.eyesweb.org). Public newsgroups also exist and are 
daily managed to support the growing EyesWeb community (sev-
eral thousands of users), including individuals, universities, re-
search institutes, and industries. 

5. CONCLUSIONS 

This paper introduces MIEEs and presents a partial implementa-
tion: EyesWeb 4 and related developments. This is only a first step 
in the directions sketched in the paper: much work remains to be 
done. We are in particular working at control strategies and on the 
so-called META-EyesWeb [9].   In particular, META-EyesWeb is 
a layer above EyesWeb able to supervise and to schedule execu-
tion of patches and subpatches according to adaptive interactive 
narrative structures (therefore beyond the metaphor of musical 
instrument). For example, the META-EyesWeb layer can support 

simple timelines of activation of patches in live electronics per-
formances as, e.g., in Max. But, more interestingly, it supports a 
dynamic graph of execution (i.e., an interactive narrative struc-
ture) where each node is a (sub)patch and each link defines the 
semantics on how to pass from its input patch to its output patch. 
For example, it can be defined a “fading” behaviour between two 
patches, whose parameters can depend on previous history and 
concurrent active patches. 
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