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ABSTRACT

This paper presents an experiment comparing player performance

in a gamified localisation task between three loudspeaker config-

urations: stereo, 7.1 surround-sound and an equidistantly spaced

octagonal array. The test was designed as a step towards deter-

mining whether spatialised game audio can improve player perfor-

mance in a video game, thus influencing their overall experience.

The game required players to find as many sound sources as pos-

sible, by using only sonic cues, in a 3D virtual game environment.

Results suggest that the task was significantly easier when listen-

ing over a 7.1 surround-sound system, based on feedback from 24
participants. 7.1 was also the most preferred of the three listening

conditions. The result was not entirely expected in that the octag-

onal array did not outperform 7.1. It is thought that, for the given

stimuli, this may be a repercussion due to the octagonal array sac-

rificing an optimal front stereo pair, for more consistent imaging

all around the listening space.

1. INTRODUCTION

As an entertainment medium, interactive video games are well

suited to the benefits of spatial audio. Spatialisied sound cues can

be used to fully envelop the player in audio, creating immersive

and dynamic soundscapes that contribute to more engaging game-

play experiences. In addition to this, an international survey car-

ried out by Goodwin [1] in 2009 suggests that video game play-

ers consider spatialised sound to be an important factor of a game

experience. At the time of writing, the majority of video game

content is able to output multichannel audio conforming to home

theater loudspeaker configurations, such as 5.1 and 7.1 surround-

sound. More recently, Dolby Atmos has been employed in a hand-

ful of titles such as Star Wars Battlefront (2015) [2] and Blizzard’s

Overwatch (2016) [3].

A potential benefit arises when considering the influence a

multichannel listening system may have on a player’s performance

in the game world. If a player is able to better determine the lo-

cation of an in-game event, such as the position of a narrative-

progressing item or a potential threat, will this inform their game-

play decisions? From this concept, a novel idea for a comparative

listening test was derived, in an attempt to assess the influence

a spatial rendering system may have on a player’s ability to lo-

calise a sound source in an interactive game environment. The test

presented in this paper was based on the gamification of a simple

localisation task, designed according to three core principles:

1. The player’s objective is to locate as many sound sources as

possible in the given time limit.

2. The player does not receive any visual feedback regarding

the position of a sound source.

3. The player receives a final score determined by how many

sound sources are found.

Three loudspeaker configurations commonly used for spatial

audio rendering were compared in this study: stereo, 7.1 surround-

sound and an octagonal array with a center channel placed at 0◦

relative to a front-facing listening position. Stereo and 7.1 were

chosen as they represent popular, commercially available, render-

ing solutions used by video game players. The octagonal array was

chosen for its relatively stable sound source imaging all around the

listener, although it is not a standard configuration currently used

for game audio. Player performance was quantified based on the

number of correct localisations in each condition, represented by

their final score.

The paper is structured as follows: In Section 2, the phantom

image stability of loudspeaker arrays is discussed with an empha-

sis on surround-sound standards. Game design and the implemen-

tation of the three listening conditions is described in Section 3.

Results, analysis and a discussion of the results are presented in

Section 4. The paper conclusion is given in Section 5.

2. BACKGROUND

A listener’s ability to infer the location of a sound source, pre-

sented using a physical loudspeaker array, is reliant on stable phan-

tom imaging between two adjacent loudspeakers. By manipulating

the relative amplitude of two loudspeakers (g1 and g2 in Figure 1),

the illusion of a phantom (or virtual) sound source emanating at

some point between them can be achieved [4].

The ratio of gain values (g1 and g2) between the two loud-

speakers shown in Figure 1 is given according to Bauer’s sine pan-

ning law [6]:

sinθ

sinθ0
=

g1 − g2

g1 + g2
(1)

where θ is the perceived angle of the virtual source and θ0 is the

angle of the loudspeakers relative to a listener facing forward at

0◦. If the listener’s head is to be more formally considered then

it is suggested that replacing the sin term with tan in (1) will

provide more consistent imaging [5]. The actual gain values with

a constant loudness can then be derived using:
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Figure 1: The relationship between the desired angle of a phantom

sound source (θ) and two loudspeaker angles (±θ0) [5].
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where N is the number of loudspeakers. The wider the angle

between the two loudspeakers, the more unstable the phantom

imaging becomes, in that sounds are perceived to ‘pull’ towards

the closest speaker relative to the intended position of the sound

source. It is widely accepted that the angle between two loud-

speakers should not exceed 60◦ if stable imaging is to be pre-

served, where ±30◦ relative to a forward facing listener is optimal

[7]. Imaging can be further improved by placing a centre loud-

speaker, in-between the pair, at 0◦.

For spatialised game audio, it is often the case that the mix will

be rendered according to cinema listening standards, such as 5.1
and 7.1 surround-sound. Figure 2 shows the positioning of loud-

speakers for 5.1 surround sound listening as suggested in ITU-R

BS: 775 [8]. When considering the left and right surround chan-

nels (LS and RS in Figure 2), the angles between them exceed

the recommended 60◦ for stable imaging. Such standards are ap-

propriate for film/television viewing in that left, right and center

loudspeaker channels are reserved for dialogue, music and diagetic

effects whereas the surround channels are more generally used to

emphasise the ambiance of a scene. Although mixing strategies

vary between different video games, it is not uncommon for game

audio to be rendered to every channel of a surround-sound sys-

tem [9]. One aim is to give the player the impression of a reactive

soundscape that dynamically responds to their physical input (i.e.

through using a control pad). Consistent and stable phantom imag-

ing around the listening space would therefore be desirable.

A review of the literature suggests that phantom imaging be-

comes unstable due to the wide angle between loudspeakers as is

standard in surround-sound systems, especially when considering

lateral sound sources. Cabot [10] assessed the localisation of both

rectangular and diamond quadrophonic (4 loudspeaker) systems,

finding phantom imaging to be most stable in the front quadrants

but very unstable to the sides and rear of the listener. This result

is further emphasised by Martin et. al [11] who considered im-

age stability in a 5.1 surround sound system. Their results suggest

phantom imaging is both reliable and predictable using the front

three loudspeakers but is highly unstable when a sound at a posi-

tion greater than 90◦ relative to a front facing listener is desired.

An improved panning law for lateral virtual sound sources in 5.1

surround-sound was derived by Kim et. al and gave promising re-

sults, although the authors admit their relatively small subject base

(5 participants) is insufficient to draw general conclusions [12].

Theile and Plenge [13] suggest that for more stable lateral imag-

ing, sound sources intended to be perceived at ±90◦ relative to

the listening position should be represented by a real sound source

i.e. a loudspeaker. They propose an equally spaced arrangement

of six loudspeakers to get a suitable ‘all-around’ effect. This con-

figuration was extended by Martin et. al [14] to an equally spaced

octagonal array with a front center speaker placed at 0◦ relative to

the listener. The array was found to give relatively stable imag-

ing around the listening space for amplitude-based panning algo-

rithms.

The conclusions drawn from these studies provide evidence

that a listener’s ability to successfully localise a sound will be in-

fluenced by the phantom image stability of the loudspeaker array

used. However, none of these studies asked participants to directly

interact with audio stimuli by playing a game. Therefore it is of in-

terest to investigate whether similar comparisons can be made be-

tween different loudspeaker arrays, with varying degrees of phan-

tom sound stability, in the context of an interactive game task. In

order to retain consistency with these studies, amplitude panning

of interactive game audio was compared over stereo, surround-

sound and octagonal loudspeaker arrays. Stereo is standard in all

modern video game content and, according to Goodwin [1], has

the highest user base amongst gamers. The configuration gives

strong frontal phantom imaging due to the placement of the left

and right loudspeaker at ±30◦ relative to the central listening po-

sition. However, imaging to the sides and rear is not possible due

to the lack of loudspeakers at these positions. It would therefore

be expected that a listener would find it difficult to locate a sound

anywhere but within the ±30◦ of the stereo pair.

Figure 2: The loudspeaker configuration recommended by ITU-R

BS:775 for 5.1 surround-sound listening [8]. The placement of LS

and RS is not optimal for stable imaging.
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7.1 surround-sound represents the current state-of-the-art in

spatial game audio playback, hence its inclusion in the study. The

format is an extension of 5.1 surround-sound through the addition

of two loudspeakers either behind or to the sides of the listener

[15], giving an improvement in spatialisation capability compared

to stereo. The ±30◦ stereo arrangement is retained, with an ad-

ditional center channel placed in-between. For this study the sub-

woofer (‘.1’ channel) was not included, as it is intended for further

defining low frequency effects which were not used.

As stated previously, an equidistant array of 8 loudspeakers

arranged as an octagon gives stable phantom imaging all around

the listener. This is an improvement on both 5.1 and 7.1 surround-

sound where the inconsistent placement of loudspeakers leads to

instability at the sides and rear. However, unlike stereo and 7.1 sur-

round, octagonal arrays are not used to render audio in consumer

gaming. Also, the loudspeakers in-front of the listener need to be

spaced at a wider angle than those in stereo and 7.1 configurations

if equidistant placement is to be achieved, with two loudspeakers

placed at ±90◦ for reliable lateral imaging. Therefore the trade-off

in ease of localisation between more consistent imaging all around

the listener, and the potential for higher resolution frontal imaging

in 7.1, is of interest.

3. METHODS

This section outlines the localisation task participants were asked

to complete and how it was implemented using a game-like virtual

environment. The methods used to render game audio to the three

listening conditions - stereo, 7.1 surround-sound and an octagonal

array - are then covered. It was decided early in the design process

that a custom-made game environment would be used. Previous

experiments by the authors have used program material taken from

commercially available video game content for current-generation

gaming consoles. However, it is not possible to access the source

code of such content making it difficult to determine the exact au-

dio rendering methods used, beyond the way in which loudspeak-

ers should be placed. The repeatability between participants is also

questionable, along with potential learning effects that may occur

due to multiple play-throughs of the same piece of game content.

Creating a custom video game gave more control over the underly-

ing mechanics/systems and the effectiveness of an octagonal loud-

speaker array could be more easily explored.

For clarity, some game specific terms used in reference to the

game design are defined here:

Game engine: A basic framework of code and scripts for creat-

ing video games, usually bundled as a complete software package.

Handles the game’s visual rendering, physics systems and under-

lying rules/mechanics.

Game object: Conceptually, objects refer to the game’s building

blocks. They act as containers for all the systems and code re-

quired to construct anything needed to make the game operate as

intended, such as walls, characters, weapons or on-screen text [16].

Game world: The virtual environment/space in which the game is

played. In the present study this refers to a virtual 3-dimensional

space.

Player avatar: The player’s virtual representation within the game

world. The avatar’s actions are directly controlled by the player,

allowing the player to interact with and navigate through the game

world.

Sound source: A game object placed at some position in the game

world, from which sound is emitted.

3.1. Game Design

The virtual environment and underlying systems for the localisa-

tion task were designed and implemented using the Unity game

engine [17]. Sound spatialisation and rendering was done sepa-

rately in Max/MSP [18]. A single sound source was used in the

game, the position of which changed as soon as it was success-

fully located by the player. The sound source was represented by

a spherical Unity game object with a radius of 0.5 metres and its

visual renderer turned off, ensuring that the source would be invis-

ible to participants. The position of the sound source was always

determined randomly within the boundaries of the game world,

represented by a 20x20 metre square room. Random positioning

was implemented so that players would not learn sound source po-

sitions after playing the game multiple times. The virtual room

comprised of four grey coloured walls, a floor and a ceiling to

serve a visual reference regarding the player’s position within the

game world. According to Zielinkski et al. [19], visuals can dis-

tract significantly from an audio-based task, therefore visuals were

deliberately simplified.

20m

2
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Player avatar
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x

y

z

≥
 10m

Figure 3: A conceptual illustration of a player correctly locating

the sound source in its current position (A) by entering its radius

and pressing ‘x’ on the gamepad. The sound source then moves

to a new random position (B) at least 10m away from the player’s

current position.

Players were able to navigate the game world through the eyes

of a virtual avatar, using a control system similar to those found

in the majority of first-person point of view games. The posi-

tion and rotation of the avatar, within the boundaries of the game

world, could be controlled by the player using the left and right

joysticks of a standard Playstation 4 gamepad. This allowed for

full 360◦ movement in all directions on a horizontal plane. The

gamepad’s ‘x’ button was used to trigger a simple if statement

within the game’s code to determine whether the player had suc-

cessfully found the sound source. If, upon pressing the ‘x’ button,
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Figure 4: Outline of data flow from Unity to Max/MSP to the loudspeaker interface. Coordinates from Unity were sent to the Max/MSP

patch via UDP. UDP messages were then processed to pan a sound source at different positions for the three listening conditions.

the player avatar was within the radius of the sphere represent-

ing the sound source’s current location, the sphere would move to

a random new location at least 10 metres away from the player,

within the room’s boundaries. Upon triggering this event, an on-

screen value depicting the player’s score increased by one. A top-

down interpretation is illustrated in Figure 3, where position A rep-

resents the current position of the sound-source and position B is

the new position. If the ‘x’ button was pressed and the player was

not within the radius of the sound source then the current position

was maintained with no increase in score. A count-down timer set

to 2 minutes 30 seconds was also implemented. The timer was

not displayed to players and once it reached 0, "Game Over" was

displayed to the player, along with their final, score to signify the

end of the game session. The game was played three times by each

participant.

3.2. Game Audio Rendering

Game audio was rendered separately to the main game using the

Spatialisateur (Spat~) object library for Max/MSP provided by

IRCAM [20]. Communication between Unity and Max/MSP was

achieved using the User Datagram Protocol (UDP). The player

avatar’s x, y, and z coordinates in the game world were packed and

transmitted over UDP on every frame update of the game. This

ensured the Max/MSP patch would be synced to the game systems

and visuals. The x, y and z coordinates of the sound source relative

to the player were sent to Max/MSP in the same way. A diagram of

the data flow from Unity to Max/MSP is given in Figure 4. Players

were asked to locate a sine tone at a frequency of 440Hz repeating

every half a second with an attack time of 5 milliseconds to give

a hard onset. A short delay was also applied to the tone, giving

a sonar-like effect. An ascending sequence of tones were played

to the player upon every correct localisation to give some auditory

feedback as to their success, in-line with the increase in score. If

the player was incorrect, a descending sequence was played. It was

decided other effects commonly found in video games, like music,

ambiance and footsteps, would not be included for this test, so as

to not confuse the listener.

3.2.1. Sound Spatialisation

The amplitude panning law given in (1) can be extended for more

than two loudspeakers using pairwise amplitude panning algorithms

[7]. In this work, pairwise panning was implemented for the 7.1
and octagonal loudspeaker configurations using a ‘spat.pan∼’

Max/MSP object. The ‘spat.pan∼’ object takes a sound source

(in this case the 440Hz repeating sine tone) as its input, and pans

it according to x, y and z coordinates around the pre-defined loud-

speaker layout. The x, y and z coordinates used for panning corre-

sponded to the relative position of the sound source to the player,

as transmitted from Unity via UDP. The number of loudspeakers

and their placement around the listening area were defined for the

panners as follows:

7.1 surround-sound: 0◦, 30◦, 90◦, 135◦, −135◦,

−90◦, −30◦

Octagon: 0◦, 45◦, 90◦, 135◦, 180◦, −135◦, −90◦,

−45◦

Angles used in the 7.1 condition were defined such that they

conformed to the ITU-R BS: 775 for surround-sound listening [8].

The octagonal array was arranged in the same configuration used

by Martin et al. [14], inclusive of a front centre loudspeaker at 0◦

relative to a forward-facing listener. Adjacent loudspeakers were

defined equidistantly with an angle of 45◦ between them. The

angles used for both conditions are reflected in Figure 5 by the 7.1
surround-sound and Octagon labelled loudspeakers.

3.2.2. Distance Attenuation

Since the player was able to move around the game world freely,

it was necessary to include distance attenuation in the audio ren-

dering. This made the sound appear louder as the player moved

towards its source and quieter as they moved away. This was

achieved by taking the inverse square of the relative distance (in

metres) between the sound source and the player. This can be ex-

pressed in decibels (dB) using:

10 log
10

(

1

d2

)

(3)

where d is the distance between the sound source and the listener.

The same distance attenuation was used across the three conditions

in order to keep changes in amplitude consistent. The amplitude of

the sound remained constant as the player stayed within the radius

of the sound source. This was implemented after informal testing,

as it was found that otherwise, the sound would only ever reach

maximum amplitude if the player was stood directly in the centre

of the sound source position.
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Figure 5: Loudspeaker angles used for all three listening condi-

tions. Angles are symmetrical to the left and right of a front-facing

listener.

3.2.3. Stereo Down-mix

It is not uncommon for a stereo down-mix to be generated from a

game’s 7.1 audio output. Audio content intended for surround-

sound listening can be presented over any regular two-channel

stereo system by down-mixing non-stereo channels. Additional

channels are combined with the front left and right channels to en-

sure sound cues mixed for the centre and surround channels are

not lost. As illustrated in Figure 4, the down-mix used for this ex-

periment was done using the same 7 audio channels (not including

the low-frequency effects) used in the 7.1 surround-sound listening

condition, according to ITU-R BS.775-3 [14]. The left/right sur-

round (Ls/Rs) channels and left/right back surround (Lbs/Rbs)

channels were attenuated by 3dB and sent to the respective left

and right front channels. The centre channel was also attenuated

by 3dB and sent to the front left and right channels. This can be

expressed as:

LD = L+ 0.707C + 0.707Ls+ 0.707Lbs

RD = R+ 0.707C + 0.707Rs+ 0.707Rbs
(4)

where LD and RD are the down-mixed left and right channels,

respectively.

4. EXPERIMENTAL PROCEDURE

A total of 24 subjects participated in the experiment, 16 of which

were male, 6 female, and 2 non-binary. All subjects were aged

between 18 and 35. Before participating, all potential subjects

were asked if they were familiar with using a gamepad to control a

game. If not, they were asked not to participate in order to reduce

the amount of time needed to learn the game’s control system. All

provided a signature to confirm their consent.

Participants played the game in all three of the listening con-

ditions - stereo, 7.1 surround-sound and octagon - but were not

Table 1: Counterbalanced participant groupings for the three lis-

tening conditions.

Allocation Condition

Group 1 Stereo 7.1 Octagon

Group 2 Stereo Octagon 7.1

Group 3 7.1 Stereo Octagon

Group 4 7.1 Octagon Stereo

Group 5 Octagon Stereo 7.1

Group 6 Octagon 7.1 Stereo

made aware of any of the conditions prior to, or during, the test.

Repeated-measures test designs such as this are susceptible to learn-

ing effects, in that participant results may be influenced through

being exposed to the same program material multiple times. To

reduce this risk, the order of listening conditions was counterbal-

anced as suggested in [21]. This design with 24 participants and

3 listening conditions gave 4 participants in each counterbalanced

group. Furthermore, a training session was provided, as described

below.

Each of the three game sessions lasted 2 minutes 30 seconds.

A ‘Game Over’ message and the player’s score (i.e how many

times the sounds source was correctly located) were displayed on-

screen at the end of each session. The number of correct locali-

sations was output to a separate text file after each game session,

giving each subject a final score for each of the three listening

conditions. Once a subject had been exposed to all of the listening

conditions, they were asked to state which of the three conditions

they preferred, and provide any comments regarding the experi-

ment.

Before the formal test began, participants were asked to com-

plete a training session based on a simplified version of the game,

allowing them to become familiar with the control scheme. The

training version of the game took place in the same virtual room,

with the addition of 5 coloured rings placed in its center and each

corner. During the training, the sound source would only ever ap-

pear at one of these pre-defined locations. Participants were asked

to move the in-game avatar to each of these locations and press

the gamepad’s ‘x’ button if they believed that to be the origin of

the sound source. Once each of the pre-defined sound sources had

been found once, the coloured rings were removed, and partici-

pants were asked to find the sound sources again, without a visual

cue. Training was done in mono to eliminate the possible learn-

ing effect due to playing the game in an experimental condition

more than once. The distance attenuation was preserved, allowing

participants to familiarise themselves with amplitude changes as

they moved closer to and further away from the sound source. The

training session was not timed and only finished once a subject had

found each of the 5 sound sources twice.

4.1. Apparatus

10 Genelec 8040a loudspeakers were arranged as shown in Figure

5, 1.5 metres from the central listening position. Those intended

for 7.1 surround-sound listening conformed to ITU-R BS: 755 [8].

The Unity game and Max/MSP patch were run from the same Win-

dows PC. Participants interacted with the game using a standard

Playstation 4 gamepad connected to the PC via USB. Loudspeak-

ers were driven by a MOTU PCI-424 soundcard. Visuals were
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Table 2: Wilcoxon signed-rank output for the mean-adjusted player scores. T is the signed-rank and p is the significance value. The z value

is used to determine the significance value (p) and the effect size (r). A value of 1 in the h column signifies a rejection of the null hypothesis.

Conditions compared Median T p(<.05) z r h

Stereo 7.1 Surround-sound -1.167 1.167 17.5 <0.001 -3.559 0.514 1

Stereo Octagon -1.167 -0.667 87.5 0.202 -1.277 0.184 0

7.1 Surround Sound Octagon 1.167 -0.667 173.5 0.043 2.023 0.292 1

presented using an Optoma HD200X projector, projecting onto an

acoustically transparent screen. Loudspeakers positioned at 0◦ and

±30◦ were located behind the screen.

5. RESULTS

This section presents the results from statistical analysis of the

player scores obtained during the experiment. Player scores (i.e.

the number of correct localisations) were compared between pairs

of the three listening conditions. Relationships between partici-

pants’ success at the game and their preference for a listening con-

dition are also given. All statistical analysis was performed using

the statistics and machine learning toolbox in MATLAB.

5.1. Player scores

Player scores for the three listening conditions were first checked

for normal distribution using a Kolmogorov-Smirnov goodness-

of-fit test. Scores were found to be non-normally distributed (non-

parametric), therefore Wilcoxon signed-rank tests were used to

check for significances between pairs of conditions, as suggested

by [21]. Scores were standardised before analysis due to the over-

all differences in scores between participants. This was done by

subtracting a subject’s mean score from their three individual con-

dition scores. This ensured the relative distances between a player’s

own scores would be preserved. The null hypothesis for analysis

was: There is no statistically significant difference in the number

of correct localisations between pairs of listening conditions. The

output from the Wilcoxon signed-rank tests are presented in Ta-

ble 2. A value of 1 in the column labeled h of Table 2 signifies a

rejection of the null hypothesis at the p < 0.05 significance level.

Analysis suggests there was a statistically significant differ-

ence in scores between stereo and 7.1 surround-sound as well as

between 7.1 surround-sound and octagon conditions. Upon view-

ing the boxplot given in Figure 6 it can be seen that participants

achieved higher localisation scores in the 7.1 surround-sound con-

dition compared to both stereo and the octagonal array. This result

implies that players were better at the game when listening to the

audio using 7.1 surround-sound, in that they were able to more

successfully localise sound sources. When considering stereo and

7.1 surround-sound, the effect size (r = 0.514) also signifies that

listening condition had a large effect on player scores. This is

higher than the moderate effect size observed between the 7.1 and

octagon conditions (r = 0.292). This suggests scores achieved in

the 7.1 condition were consistently higher in comparison to stereo

than when compared to the octagonal array.

The null hypothesis could not be rejected rejected for the com-

parison between the stereo and octagon conditions, suggesting there

was no statistically significant difference in player scores between

the two at the p < 0.05 significance level. This is reflected by the

boxplot in Figure 6, where it can be seen a similar range in values

Stereo 7.1 surround-sound Octagon

Condition

-6

-4

-2

0

2

4

6

M
e
a
n
-a

d
ju

s
te

d
 c

o
rr

e
c
t 
lo

c
a
lis

a
ti
o
n
s

Figure 6: Mean-adjusted distribution of player scores for the three

listening conditions: stereo, 7.1 surround-sound and octagonal

array. Analysis suggests the highest scores were achieved during

the 7.1 surround-sound condition.

is spanned by the stereo and octagon plots. The result implies that

participant performance neither improved nor worsened between

the two conditions, in that the number of correct localisations was

similar.

5.2. Player preference

Once participants had played the game using all three listening

conditions, they were asked to state which of the three they pre-

ferred, and were also encouraged to provide comments regarding

their decision. In general, 7.1 surround-sound was the most pre-

ferred of the three conditions, as chosen by 70.8% of participants.

Both stereo and the octagonal array were preferred by significantly

fewer subjects. The preference scores for each condition are illus-

trated in Figure 7.

A number of participants commented that their preference was

influenced by the the condition in which their highest score was

achieved. Table 3 shows the percentage of highest player scores

attained in each condition, alongside the corresponding percentage

of overall preference. 60.4% of the highest scores were obtained in

the 7.1 surround-sound condition, which was also most preferred

by 70.8% of players. This implies that there was a preference for

the condition in which the game was found to be easiest, which in

the majority of cases was 7.1 surround-sound. Although the stereo

condition contributed to 12.5% of the highest scores, the major-

ity of subjects who achieved those scores stated that, perceptually,

sounds were easier to localise in 7.1 surround-sound, hence it was
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Figure 7: Preference ratings given for each listening condition.

7.1 surround-sound was preferred by the majority of participants.

Table 3: The percentage of highest scores, alongside the percent-

age of preference ratings, for each condition.

Condition % highest score % most preferred

Stereo 12.5% 4.2%

7.1 surround-sound 60.4% 70.8%

Octagon 27.1% 25.0%

more preferred. This may explain the minor discrepancy between

the score and preference percentages for the stereo and surround-

sound conditions.

5.3. Discussion

In general, players had greater success in the game when listen-

ing to audio over a 7.1 surround-sound loudspeaker array. The

number of correct localisations was consistently higher for the ma-

jority of participants than when compared to stereo and octago-

nal loudspeaker systems. 7.1 was also the most preferred of the

three listening conditions, with participant comments suggesting

this was due to it being the condition in which the highest scores

were achieved. It was expected that 7.1 would outperform stereo

due to the increased number of channels available in the system,

and from these results it can be said that players did benefit from

using a more spatial listening array. However, the same could not

be said in regard to the octagonal array.

As stated in section 2, it would be expected that the localisa-

tion of sound sources, especially those positioned laterally and to

the rear of the listener, would be easiest when listening over an oc-

tagonal array of loudspeakers. However, the more consistent and

stable phantom imaging that can be achieved using such a system

seems to have had little impact on the results obtained in this ex-

periment. Visuals were presented to the player using a stationary

screen, therefore players were only ever required to look forwards.

For this reason it may have been that those loudspeakers located di-

rectly infront of the listener’s forward facing position were of most

use in the localisation task. The front left and right loudspeakers of

the octagonal array were spaced wider than the ±30◦ used in the

7.1 arrangement. Although both conditions made use of a centrally

spaced loudspeaker at 0◦, the increased resolution generated by the

narrower angles between loudspeakers had in 7.1 surround-sound

may have been more helpful than consistent imaging from all di-

rections. Also, the directionality that can be achieved with a 7.1
array, although not perfect, would at least allow a listener to gain

a vague sense of a sound source’s general direction. It may there-

fore be the case that once a player had positioned their in-game

avatar such that the sound was perceived to emanate at some point

straight ahead, triangulating its specific location was then easiest

using a more optimally spaced stereo pair. This observation is re-

flected in the comments given by participants, where it was stated

on multiple occasions that it was easiest to triangulate/focus on the

sound source in the 7.1 surround-sound condition.

It is important to note, however, that in comparison to com-

mercial games, the game used in this experiment was a relatively

simple example. Generally, modern games include more in-depth

sound design and visual effects that work together in forming the

entire game experience. It would therefore be of interest to de-

termine whether the results obtained from this experiment could

be replicated using a more complex game task, inclusive of more

‘true-to-life’ game systems. This would provide clarity as to whet-

her the results from this study were dependent on the stimulus

used, and is the proposed next step for this work. In comparison

to previous work by authors, the use of a custom game environ-

ment was found to allow for far more control over experimental

variables, and is therefore recommended for such studies.

6. CONCLUSION

This paper presented an experiment designed to determine whether

enhanced spatial audio feedback has an influence on how well a

player performs at a video game. Player performance was quan-

tified by how many correct localisations of a randomly positioned

sound source were achieved within a time limit of 2.30 minutes.

This was compared between three listening conditions: stereo, 7.1
surround-sound and an octagonal array of loudspeakers. Results

suggest that by using a more spatial listening system, player per-

formance was improved, in that significantly higher localisation

scores were achieved when using a 7.1 system in comparison to

stereo. 7.1 was also consistently the most preferred of the three

conditions by participants. However, the same result was not ob-

served for the octagonal array. A possible explanation is that the

angles between the front three loudspeakers used in the octagonal

array (−45◦,0◦,+45◦) were wider than those in the 7.1 surround-

sound system (−30◦,0◦,+30◦). Therefore frontal sound source

imaging may not have been as well defined in comparison to the

7.1 condition.
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