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ABSTRACT

In this paper we present a newly developed VST reverberafion
fect plugin (“HybridReverb”) based on synthetic room inmgil

Physical accuracy is actually not necessary for a revetibara
effect. However, using physical principles for the implerze
tion of a perceptual approach allows for highly plausibld aery
natural-sounding results. In this paper we use such an apipto

responses (RIRs). We detail how we choose proper parametersy nihesize natural sounding reverberation using acalstésign

for the synthesis of RIRs as presets for our convolutiorethae-
verberation effect. The implemented stereo/surroundiplpgp-
vides natural sounding reverberation based on physicatiptes.
The newly developed convolution engine features signatess-
ing with low latency and uniform processing load.

1. INTRODUCTION

The history of digital filters for the generation of artificigver-
beration goes back to the early sixties when Schroeder eset f
back loops with delay lines to create reverberation effffit%).
The first commercial product which provided reverberatitieats
based on digital delay lines and which could actually compéth
the sound quality of the analog reverberation effects attthee
was the EMT-250 developed by Blesser in 19146 [3]. Moorer then
added IIR filters in the feedback loop of the comb filters to siod
frequency dependent absorptidn [4]. Stautner and Puckette
posed a feedback-delay network as generalization forcafifie-
verberators based on digital delay netwofRs [5]. An ovenaser
these filter networks and design guidelines can be found, ia.g

1.

Filter networks based on feedback loops with delay lineghav
great appeal due to their low computational complexity,taihot
an easy task to yield truly colorless reverberation witlsé@ters.

As stated by Gardner who used nested allpass filters forimgeat
reverberation]7], such filter networks were used more factical
reasons in the past, because digital signal processorseasoinal
computers were not capable of convolving an audio signdl wit
sufficiently long RIR at the time the filter networks were poepd.

A convolution with a measured or synthesized RIR can avad th
coloration problems. Rendering a synthetic RIR provideseso
degree of freedom which can be used, e.g., for artistic dg8p
Moorer suggested a random noise signal attenuated by afiegu
dependent exponential decay as synthetic RIR [4]. An aisabfs
such a reverberator can be found, e.g.[in [9]. Exampleshier t
synthesis of RIRs can be found, e.g.,[Inl[A0, 11].

All above mentioned reverberators are suited for the imple-
mentation of a perceptual approach for the generation dhsyic
acoustics[[12-13.14]. An accurate reproduction or prémficof
room acoustics can be achieved by physically-based aatializ
approached [15, 16, 1[7118.119]. An overview over this field of
research can be found, e.qg.,inl[20} 21].

parameters such as the room size, the frequency dependent re
beration time, and the echo density profile. The following.&k
details the generation of RIRs and the parameters which wéous
synthesize a set of RIRs as presets for a newly developerbeve
ation effect. In Sed]3 we discuss signal processing aspéthe
implemented stereo/surround room effect.

Audio examples, the implemented software, the source code,
and the presets discussed in $€d. 2.1 are availalilelat [22].

2. RENDERING MODEL

The aim of an auralization software is to create the sound &l

a simulated environment at a given listener position. Iregain a
sound field can be reproduced by using a set of microphonés wit
a specific directivity patteri[23] and by feeding a matchsieg of
speakers with the recorded signals. By measuring RIRs for di
crete sound source positions and convolving a mono sigrtal wi
these impulse responses, it is possible to auralize soundes
at the chosen positions. Instead of measuring RIRs in a gdlysi
environment, i.e., in an existing room, we synthesize room i
pulse responses. These synthetic RIRs can be regardedasemp
responses “measured” in a virtual environment with a virsus-
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Figure 1: Generation of a sound field as simulated in a virtual
environment at a given listener position (dashed linesediv-
ity pattern of the virtual coincidence microphone arraypsses:
discrete sound source positions)
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round sound microphone array. Figlile 1 illustrates thiseph
For a stereo reverberation effect, we generate impulsenssg si(t) ~— filter bank
for two sound source positions which are marked by the csdsse
Fig.dl. The dashed lines indicate the directivity patterthefvir-
tual microphone array which results from the panning atgami
that is used to render sound sources between the discrete lou
speaker positions (this relation is discussed, e.gl i) [24

For the generation of synthetic room impulse responses, we s,.(t) | filter bank
use the auralization software “tinyAVEF][8]. This softwaveas
initially developed to create virtual environments for sple com-
munication, but it is also capable of plausibly simulating &cous-
tics of a concert hal[125]. The following section gives adbiitro-
duction into the rendering model in order to explain the nirezn
of the parameters given in SECI2.1. A more detailed degamipf
the f,l_gnal generation architecture can be foundlin [8] BB} [2 for the left and the right channel from uncorrelated whitésao
_ ‘tinyAVE" uses a modified image source mod&L[27] and an . 4y ands, (¢); the frequency dependent reverberation time is ad-
improved statistical time-frequency modél [4] to syntkesacous- justed by the exponential decey(t) in frequency band; the fade-

tics according to a given set of room acoustic parametees, i. iy fynction f(¢) is used for a smooth combination with the early
the room geometry, the frequency dependent reverberatiee) t | ofioction model

and the echo density profle The image source model is used
to simulate the direct sound and the specular reflection®wp t

Figure 3: Generation of the late reverberation tajlg) andh.(t)

certain maximum reflection order. With vector base intgns#n- In this approach, a random noise signal attenuated by adreyu

ning [28], a variant of vector base amplitude pann[ngd [2%dubon dependent exponential decay is used for the synthesis atifin a

Gerzon's “energy vector[30], we yield proper “phantom sms” cial late reverberation tail as shown in Fig. 3. Our late rege

(auditory events) between our speakers. ation rendering model takes also the echo density préofils32]L
For a plausible result, it is crucial to incorporate specuia into account for a discrete noise signal by thinning out tlaei$>

flections up to a minimum order. Due to its algorithmic sirojbyj, sian noise signgj(n) to a desired density(n),

we use a shoebox geometry for the simulation of specularcrefle

tions. A drawback of this geometry is the resulting colanatihat s(n) = { g(n) u(n) <p(n)/fs , 1)

is due to the comb filter effect as a result of the regular strec 0 else

of the mirror image sources. By randomizing the positionef  \yheres(n) is a sparse version of the noise signal at the sampling

higher-order image sources, we can avoid the coloratiofewét  frequencyf, using an additional random signain) which is uni-

taining the increasing density of reflections which can keeoled formly distributed between 0 and 1.

in a physical environment. This randomization is illustchtn In order to smoothly combine the output of the image source

Fig.[. model and the output of the late reverberation renderingaied

For the late reverberation, we use an extended version of theyse g fade-in functiorf(¢) for the late reverberation tail as shown
statistical time-frequency model proposed by Moofér [4jalih  in Fig.[@. The method we use to derive the fade-in function di-
models both, time and frequency behavior, of reverberatidd. rectly from the parameters of the image source model is ptede

in [26].

1 . p
bri dg:\/e?g,f?rem models are one of the reasons for the nafg- The proposed convolution-based statistical late revattmer

2the signal processing in time and frequency domain is anogason model is superiqr to the feedback .networks mentioned Irmim
for the name MybridReverb” three reasons: it allows to combine the late reverberatiodein
and the image source model by an optimally matching fade-in
function, it provides a greater influence on the modelinghef t

X late reverberation tail (e.g., by a given echo density phfdnd it
= has a greater robustness against coloration.
X x
X % X x 2.1. Preset Parameters
N R x| X | In our approach, we use the room geometry, the frequencyndepe
X | X o« | x « | x | x dent reverberation _time, and the echo density profile aseramgl
S ” % X parameters. The direct sound as well as the early speciilec-re
X X tions are rendered by simulating reflections in a shoeboxrd&r
1 x | x| X the presets of our room effect plugin, we choose the lefgttthe
> 5 width L,,, and the heighL . of the room as follows:
L, =19L. 2
X
Ly, =14L. ®3)
Figure 2: Image sources of a sound source in a shoebox room; This ratio is often used for the construction of professiaoand
we randomize the positions of higher-order image sourdeadgd studios due to the favorable distribution of room resonande-
area) to avoid coloration ble[d lists the geometries we have chosen for our presets.
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label Ly/m | Ly/m | L;Im | Tso /s
“bathroom” 4.65 3.43 2.45 0.79
“livingroom” 6.65 4.90 3.50 1.00
“studio” 9.31 6.86 4.90 1.19
“small concert hall”| 13.30 9.80 7.00 1.40
“large concert hall’| 26.60 | 19.60 | 14.00 | 1.81
“huge concert hall”| 53.20 | 39.20 | 28.00 | 2.21

Table 1:Chosen room dimensions and reverberation times recom-

mended by[[33] for music reproduction in rooms of this size

We choose the direction of the sound sources in the virtual

room at+30° relative to the viewing direction of the listener. This
is identical to the directions of the front speakers in a pdager

nominal
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Figure 5: Chosen frequency dependent reverberation time (solid
line) and the range recommended Hy][33] for music reproduc-
tion (shaded area) normalized to the nominal reverberatiare

as listed in Tad11

ing too crisp. As a consequence, we choose a frequency depen-

setup as recommended by ITU-R BS.775-1 [34]. As a result, the dent reverberation time with a steeper slope for the highuiee-

stereo image of the input signal of our reverberation effiegin
is preserved, because the direct sound is not panned betheen

cies as shown in Fifd 5. Multiplied with the nominal valuestdi
in Tab.[1, this yields the final frequency dependent reveitimr

speakers for this configuration. Because the stage of a donce times from which the reflection filters of the image source aiod

hall like the Wiener Musikvereinssaas$ located at the head side

of the shoebox, we place the listener and the two sound source

in our virtual room so that the center of the spanned triarsyée
(Ls — Ly\/3/6 — 0.5, L, /2,1.7)T. By this, there is no lateral

as well as the late reverberation tail are constructed.

The above mentioned informal listening test also showeat, th
a constant echo density profile of 5000 impulses per secahdsyi
a late reverberation that is sufficiently diffuse while lgeimot too

preference, we can assure a minimum distance of 0.5 m betweertdense”. We also tested an echo density profile with a quidrat
the sound sources and the back wall, and the listener as well a cally increasing density identical to the increasing dgnsf the

the sound sources are approximately at the height of theoéars
a standing person. Figui® 4 shows the resulting configurdtio
a source distance of 1m in the “bathroom” preset. Furtheemor
we attenuate the first reflection on the floor by 9 dB to reduee th
comb filter effect for large source distances where the tlgeand
and the reflection on the floor are close together in time domai
The German industrial nor@IN 18041is a good basis for
the choice of the reverberation times in our presets, asvésgi
recommendations for reverberation times for music repetida,
speech, and education in small to medium sized rooms. Irtafirs
tempt, we used a frequency dependent reverberation timehvidi
given by the average of the upper and the lower limits spekifie
the norm. Informal listening tests using dry recordingspéech
(the author’s voice, recorded with &KG C 414 B-ULSnicro-
phone in an anechoic chamber) and classical music (W. A. Moza
an aria ofDonna Elvirafrom the opereDon Giovanni[35]) in a
selected room configuration (26.2 x 19.3 x 188, Tso = 1.8 5)
showed that the resulting reverberation was perceived @sdso

Figure 4: Listener (circle) and source (squares) positions [m] in
the “bathroom” preset

image source model but limited to 5000 impulses per secored. W
found that the two versions were not distinguishable. A jnbss
explanation for this result is that the late reverberat®already
sufficiently dense at the point when it is faded in.

3. IMPLEMENTATION ASVST PLUGIN

A natural sounding multi-speaker reverberation effectsfatereo
input signal can be created by modelling the stereo soundtsou
by two point sources in a virtual environment and by auragizhis
environment for a given multi-speaker setup as depictedgrlF

In order to take into account the transfer function from egich
tual point source to each virtual microphone, a fully mestfiléet
network with a filter between each input and each output oblann
is required. For practical reasons, we restrict the numbesed
speakers to the front and the rear speakers of an ITU-R BS.775
1 compliant speaker setup_[34]. By splitting up the fully imed
filter network into two filter networks which feed the frontdan
the rear speakers, respectively, we obtain two fully mesiteo
filters. This allows for creating a surround sound reverti@nzef-
fect for an audio signal processing framework which onlypsrfs
stereo effects, i.e., filters with two input and two outpuaichels.
These fully meshed stereo filter networks can then be impiésde
by four finite impulse response (FIR) filters as shown in Elg. 6
where the output signatg (¢) andy,(t) result from the convolu-
tion of the input signals; (t) andz.(¢) with the impulse responses
hlyl(t), hl,r(t), hryl(t), andhr,r(t).

We have implemented such a stereo/surround reverberdtion e
fect using thevirtual Studio Technolog(VST) framework devel-
oped by Steinberd [36] anBFTW, a library for the fast Fourier
transformation[[377]. The implemented VST room effect which
uses a set of impulse responses as presets was developedlfor r
time applications like software-based musical instrument

An effect plugin for musical instruments requires signai-pr
cessing with low latency, e.g., by means of a segmented eonvo
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Figure 6:Fully meshed stereo filter

lution [38,[39] where the segment length can be chosen tal yiel
a desired compromise between latency and computational com
plexity. By partitioning the impulse response into segraaftin-
creasing length, the computational complexity can be @uriim-
proved [40]. A method for the determination of a theoretimpd
timal segmentation can be found in[41]. In practice, howeve
this does not necessarily result in an optimal performanmetd
hardware effects like CPU cache miSsl[42, 43].

The hybrid method proposed by Gardrierl [44] uses the direct
form of the convolution formula for the first part of the impal
response and a segmented convolution with non-uniform eegm
length for the rest. This allows for an efficient implemeiatat
with “zero” input-output latency. In our case, a convolatiwith
zero latency is not essential for two reasons. The first remdhat
a latency below a certain threshold is not noticeable (aBeiitns
for musicians[[4b]). The second reason is that there is hygtoa
need for sample-wise processing, if the audio hardwareegsss
audio buffers of fixed block sizes anyway.

Even though a segmented convolution with non-uniform seg-
ment lengths may result in the lowest possible computalticora-
plexity, it is not necessarily the best solution for a rea#tiimple-
mentation. The reason for this is the non-uniform proceskiad
for the different segments. As the realtime behavior of aaig
processing block is defined by the worst case, i.e., the kinge-
cessing time for the individual segments, it is desireableave a
segmented convolution with uniform processing load. Iniour
plemented system, we use a segmented convolution withramifo
processing load using three segment lengths/, andL as shown
in Fig[. In the following Sed3]1 we explain how a uniform pro
cessing load can be achieved in general with two segmenthgng
In Sec[3P we subsequently discuss how we achieve unifoom pr
cessing load with three segment lengths using a novel |caul s
mechanism.

3.1. Segmented Convolution with Uniform Processing L oad

The processing latency of a segmented convolution is giyehédy
segment length. A short segment length will result in a shart
cessing latency at the cost of computational complexity sgit-
ting up the impulse response into an initial pat (¢) with seg-
ments of the lengttd/ and a final party, (¢) with segments of the

S My L
h(t) [
} t

Figure 7: Segmentation of the impulse responhge) for a convo-
lution with three segment lengths
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Figure 8: Segmented convolution of an input signét) with an
impulse response split into two parks, (¢t) and h;(t) with dif-
ferent segment length&/ and L; L/M = 4 processing cycles
result in an uniform processing load; the light gray blockarkn
the blocks which are processed by the segmented convoluition
hm (t) and the dark gray blocks mark the blocks which are pro-
cessed by the segmented convolution Wijif)

length L where L. > M, we can reduce the computational com-
plexity compared to a convolution with uniform segment lisg
M [AQ]. In this approach, the implementation of the convainti
is split into two segmented convolutions with uniform segme
lengths. In a straightforward implementation, the shaégments
are processed in every processing step and the longer steganen
processed whenever the input buffer filled with the shorégr- s
ments is filled up to the full length of the long segments. As a
result, the computational load is increased evefy/ processing
step by the amount for the processing of the long segments.

Instead of processing all long segments evejW/ process-
ing steps, we can split up the work load inig M/ equal parts
which are processed at different cycles as shown in[fFig. &r-n
der to do so, we neeflL.,/M segments of the length/. As the
length of b, (¢) is not necessarily an even multiple bf /M, the
workload for the different processing cycles will only bepagx-
imately equal in practice. In addition, the Fourier tramsfand
its inverse have to be applied in the first and the last praogss
cycle. Because of this, it is advisable to process a loweustnaf
segments in the first and the last processing cycle.

3.2. Load Shaping Mechanism

The fact that we are processing more than just one FIR filter fo
a fully meshed stereo filter as shown in Hily. 6 can be expldied
further reduce the computational complexity by a third segm
length while preserving the property of uniform procesdivad.
We implement this by splitting up the impulse response irficsa
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Figure 9: Qualitative evolution of the processing timg;(n) at
processing step for the 4 FIR filters shown in Fidd6 and the
resulting processing time(n) for all filters

part hs(t) with segments of the length, a second park,, (t)
with segments of the length/ where M > S, and a third part
hi(t) with segments of the length whereL > M. The shortest
segments are processed in every processing step wherasdbhehe
segments are processed according to Bet. 3.1 wheneverea buff
filled with the input segments contains at ledstsamples. For a
single filter, this results in a non-uniform processing laadtated

in Sec[B. By pre-processing a number of segments with zéro va
ues and discarding the outflutve can shift the maximum of the
processing load. Hence, if we chood& = 45 and initialize in
this way the four FIR filters differently, we yield a uniformverall
processing load for three segment lengths as shown ifdFig. 9.

3.3. Performance

The shortest segment lengt$i, can be selected arbitrarily to yield

a given processing latency. The length of the medium segnent
M, should be set tdS to yield a uniform processing load for a
fully meshed stereo filter. The length of the longest segmdnt
can be freely chosen and tuned to optimize the computatioadl

We have implemented a simple benchmark program for our convo
lution library (“libHybridConv”) which estimates the CPdad for
segmented convolutions with different combination$ofl/, and

L. The estimated CPU load is derived from the processing time

for an audio signal of a given length. Talile 2 lists the edtiuia
CPU load measured on a Debian GNU/Linux PC with a 1.86 GHz
Intel Core2 Duo CPU and 3 GB RAM for a single FIR filter with
86901 taps at a sampling frequenty= 48 kHz. Please note that
the symmetric multiprocessing (SMP) feature of the CPU was i

3in practice we only initialize the step counter of our impterted filter
with a different value

DAFX-

S | samples| M /samples| L /samples| CPU load
32 128 2048 5.40 %
64 256 4096 2.83%
128 512 4096 2.49 %
256 1024 4096 231 %
512 2048 8192 2.25%

Table 2:Load of one CPU core for a segmented convolution with
a single FIR filter with 86901 taps measured on a PC with a
1.86 GHz Intel Core2 Duo CPU and 3 GB RAM; only one CPU
core was used for a better comparability with single-corstesns

tentionally not used in order to gain a better comparabiltth
single-core systems. Modern multi-core processors peofad
parallel computing by distributing the work load among the-p
cessor cores. Our implemented plugin uses OpeMP [46] &dspe
up the computation of the outputs of the FIR filters on muttiecor
multi-processor systems. OpenMP is an extension to thegmog
ming languages C/C++/Fortran which supports loop levealpar
lelization on shared-memory systems. In our implemematioe
four FIR filters of each fully meshed stereo filter are proedss
parallel. This allows to utilize up to four CPU cores of a staf-
the-art multi-core system. If the VST host software alsesusep
level parallelization for the execution of the differergrso filters,
the processing load for our fully meshed surround filter oekw
can be distributed even over eight CPU cores. Furthermaeise
Single Instruction, Multiple DatéSIMD) instructions to multiply,
add, or subtract four single precision floating point vagahwith

a single instruction using th&treaming SIMD Extension($SE)
of current x86 processors.

To be able to make a rough estimate of the runtime behavior
of a fully meshed stereo filter in a “real world” applicationg
used the implemented software as a VST room effect for a com-
mercial VST instrumefitand a commercial VST hdkt On the
same PC, running Windows XP Professional, we observed a CPU
load of approximately 7 % for a fully meshed stereo filter with
FIR filters of the same length and a segmentation Witk= 64,

M = 256, andL = 4096 samples (the values varied mainly be-
tween5...9 %). The given value includes the load for the VST
host and the load for the VST instrument which was idle dur-
ing the measurement. The observed load is in good accordance
with the estimated value, as the CPU load reported by the Win-
dows Task Manager is given as a mean value of both CPU cores
(7 > 2.83 -4/2). As an effect plugin for a VST instrument re-
quires signal processing with low latency and low compateti
complexity, we can conclude that the implemented softwsaweeil
suited for an application as a room effect plugin for a VSTrins
ment.

4. SUMMARY AND CONCLUSIONS

In this paper we adopted a plausible auralization approash-
thesize room impulse responses based on room acoustic garam
ters such as the room size, the frequency dependent reagdver
time, and the echo density profile. We showed how this can be
used to create a set of natural sounding room impulse resp@ss

“4Best ServiceGalaxy 2software piand[[47]
5Steinbergv-STackBd]
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presets for a newly developed convolution-based VST revarb
tion effect plugin.

We discussed signal processing aspects related to the-imple

mentation of the convolution and described how we yield a uni
form processing load for a segmented convolution with tisege
ment lengths.

Furthermore, we measured the performance of the implemiente

software and found that our convolution engine is well slifter
the usage as a room effect plugin for a software-based niuisica
strument.
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