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ABSTRACT 

Interactive environmental audio spatialization technology has 
become commonplace in personal computers and is migrating into 
portable entertainment platforms (including cell phones) and multi-
player game servers (virtual online worlds). While the primary 
current application of this technology is 3D game sound track ren-
dering, it is ultimately necessary in the implementation of any per-
sonal or shared immersive virtual world (“virtual reality”). The 
successful development and deployment of such applications in new 
mobile or online platforms involves maximizing the plausibility of 
the synthetic 3D audio scene while minimizing the computational 
and memory footprint of the audio rendering engine. It also requires 
a flexible, standardized scene description model to facilate the de-
velopment of applications targeting multiple platforms. This paper 
reviews a computationally efficient 3-D positional audio and spatial 
reverberation processing architecture for real-time virtual acoustics 
over headphones or loudspeakers, compatible with current interac-
tive audio standards (including MPEG-4, OpenAL, JSR 234 and 
OpenSL ES). 

1. INTRODUCTION AND OVERVIEW 

The applications of interactive 3D audio technologies include simu-
lation and training, telecommunications, video games, multimedia 
installations, movie or video soundtracks, and computer music [1]-
[5]. 

Virtual acoustics technology has its origins in research carried 
out in the 1970’s, which targeted two distinct applications: 
- Architectural acoustics: Schroeder et al. developed simulation 
methods based on geometrical acoustics to derive a computed echo-
gram from a physical model of room boundaries and the source and 
listener positions [6]; 
- Computer music: Chowning developed a 4-channel spatialization 
system for simulating dynamic movements of sounds, which pro-
vided direct control of two perceptual control parameters for each 
source: apparent direction of sound arrival and apparent distance to 
the listener, along with a derived Doppler shift [7]. Artificial rever-
beration was included to enhance the robustness of distance effects. 
Later, Moore proposed an extension of this approach where early 
reflections were controlled indirectly via a geometrical acoustic 
model [8]. 

Interactive virtual acoustics systems require real-time rendering 
and mixing of multiple audio streams (sound sources) to feed a set 
of loudspeakers or headphones. This rendering system is driven by 
an acoustic scene description model which provides positional and 
environmental audio parameters for all sound sources. 

The scene description represents a virtual world including 
sound sources and one or more listeners within an acoustical envi-
ronment which may incorporate one or more rooms and acoustic 
obstacles. 

Standardization is essential for enabling platform-independent 
playback and re-usability of scene elements by application authors 
and sound designers. Current standard interactive audio scene de-
scription models include high-level scripting languages such as the 
MPEG-4 Advanced Audio Binary Format for Scene description 
(AABIFS) [9] and low-level application programming interfaces 
used in the creation of video games, such as OpenAL, JSR 234 and 
OpenSL ES [10]-[12]. In this paper, we will consider a generic, 
low-level scene description model based on OpenAL [10] and its 
environmental extensions, I3DL2 [13] and EAX [14]-[15]. For 
applications that require higher-level world representations, a real-
time translation software layer can be implemented above the ren-
dering engine to convert the high-level representation to low-level 
description parameters [14]. 

In the first section of this paper, we discuss and compare digital 
signal processing methods for computationally efficient real-time 
spatialization of multiple sound sources over headphones or loud-
speakers. This includes discrete amplitude panning, Ambisonic and 
binaural or transaural techniques [16]-[25] and introduces a recently 
developed multi-channel binaural synthesis method based on dis-
crete spatial functions, previously introduced in [26]. The descrip-
tion model and rendering methods are then extended to include the 
acoustic effects of the listener’s immediate environment. This in-
cludes the effects of acoustic obstacles and room boundaries or 
partitions on the perception of each sound source. Acoustic reflec-
tions and room reverberation are rendered by use of feedback delay 
networks [27]-[30]. A statistical reverberation model, previously 
introduced in [30], is included for modelling per-source distance 
and directivity effects. We further extend the model to account for 
the presence of acoustic environments or rooms adjacent to the 
listener’s environment. An efficient spatial reverberation and mix-
ing architecture, previously introduced in [26], is described for the 
spatialization of multiple sound sources around a virtual listener 
navigating across multiple connected virtual rooms. This processing 
architecture includes a novel cost-efficient method for simulating 
multiple spatially extended sound sources or sound events. 

The models and methods reviewed in this paper enable the re-
alization of comprehensive, computationally efficient, flexible and 
scalable high-quality interactive 3D audio rendering systems for 
deployment in a variety of consumer appliances (ranging from per-
sonal computers to home theater and mobile entertainment systems) 
and services (including multi-user comunication and telepresence). 
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