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ABSTRACT

The process of creating an audio mosaic consists of the t®nca
nation of segments of sound. Segments are chosen to cancespo
best with a description of a target sound specified by theekbsi
features of the final mosaic. Current audio mosaicing tephes
take advantage of the description of future target unitsraeo

to make more intelligent decisions when choosing indivicieg-
ments. In this paper, we investigate ways to expand mosggicin
techniques in order to use the mosaicing process as andtivera
means of musical expression in real time.

In our system, the user can interactively choose the specifi-
cation of the target as well as the source signals from wtiieh t
mosaic is composed. These means of control are incorparated
MoSievius a framework intended for the rapid implementation of
different interactive mosaicing techniques. Its integredans of
control, theSound Sievigrovides real-time control over the source
selection process when creating an audio mosaic. We discuss
number of new real-time effects that can be achieved thrasgh
of theSound Sieve

1. INTRODUCTION

Nearly all contemporary music is now produced on a computer.
Much of the time, musicians record their work and then dilyita
edit their recordings. Recently, more and more music istecea
solely on the computer through the manipulation of presded
sounds. In these cases, artists painstakingly choose fynadd
combine segments of sound to produce some desired effedte Wh
this is an effective means of composition in the studio, ¢htesh-
nigues do not function well in an improvisatory setting. ¥iu®

not allow musicians to immediately respond to musical skifnu

an expressive manner. Some performers control and mix sampl
in real time, but are generally restricted to the standardipuga-
tion of pitch and time, and to the application of basic tinzesdéd
effects such as delay, reverb, and filtering. Recent relseauku-

dio Information Retrieval (AIR) provides the necessary nsstor
musicians to achieve a higher level of control over the manip
lation of recorded sound. But at this time few systems have em
ployed these techniques in the music making process.

It is currently possible to both classify sound and to reg&ie
audio by content with the use of a variety of features as idiger
nators. AIR techniques can be used to extract global infooma
from recordings or to compare smaller segments of sound@n th
local level[1]. The use of these techniques to retrieve amtate-

pri nceton. edu

generally been used to create high quality syntheses of ajanb
scores or re-syntheses of existing recordings. The useestth
techniques to sequence recorded sound in the absence afea sco
and in other interactive settings has not been explored.

This paper discusses the prospect of using audio mosaising a
a real-time means of musical expression. This can be aahizye
allowing the user to interactively direct and control thesaic-
ing process rather than attempting to instantiate a fulgced
score or other representation from a fixed set of sounds. \We ap
proach this problem by comparing the means of control oftexis
ing mosaicing techniques with the possible means of cootret
the mosaicing process in general. After describing howr aatiéy/-
ity can be established by controlling different aspectshefno-
saicing process, we presavbSievius a framework designed to
provide these means of contrdiloSieviusallows the interactive
sequencing of sound based on a number of different critaria i
cluding features extracted from both recorded and live dcam
well as control information provided by the user. Its owding
philosophy is to generalize the fundamental operationfopaed
when creating mosaics in order to facilitate the implemigona
of both new interactive and existing offline mosaicing sckem
MoSieviusachieves much of this control through tBeund Sieve
a source selection technique that can be used to apply a naibe
new real-time effects to both recorded and live sound.

2. AUDIO MOSAICING

Current audio mosaicing systems are derived from concevena
speech synthesis. Rather than concatenating phones anéiph
as is the case with speech synthesis, the notes or sub-hates t
together best correspond to some specification are combined

2.1. Offline Target-Based Mosaicing

Target-based mosaicing is the most commonly used audio mo-
saicing technique. It is a descendant of image mosaicirg tec
nigues where the perceptual effect of one image, the taiget,
replicated with a combination of small pieces of other inragear-
get based mosaicing of audio signals functions similarliarget
score, represented either symbolically or as the featwtesated
from an existing sound, is matched with perceptually sinsky-
ments taken from some pre-chosen set of sounds.

Schwarz[2] developed a general concatenative synthesis sy
tem that worked by combining notes taken from segmenteddeco

nate recorded sound can be considered a form of audio mosaicings. The system focuses on creating high quality synthetes

ing. The ultimate goal of audio mosaicing is to produce a edlm
lative perceptual effect desired by the artist from the ciotion
of an ordered set of chosen segments . Thus far, this teahhiag!

DAFX-

classical instruments either with reference to a MIDI saar@s
a re-synthesis of an existing piece of music. The matching pr
cedure is performed with a cost function that measures bah t
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Figure 1: Mosievius

perceptual similarity between units taken from a databadear-
get units as well as the discontinuity that would occur byosfiiog

a particular unit. Another system for mosaicing authore@ by
and Pachet[3] uses a system of constraints to match segofents
audio to a target recording. Their system used high-le\alifes

in order to direct the creation of mosaics.

2.2. Generalized Mosaicing

The creation of audio mosaics can be broken up into three comp
nents: source selection and segmentation, unit seleetimhtrans-
formation/concatenation. Each component provides its lewel

of control over the mosaicing process. The relationshipvben
these components can be seekigure 1

2.2.1. Source Selection and Segmentation

The first step toward creating an audio mosaic is the setectio
the initial sounds from which the mosaic is composed. For in-
stance, if a mosaic is created solely from recordings of etru
pet, the final mosaic will sound like a trumpet, at least onlthe
cal level. Once chosen, sources are decomposed into fumiiaime
units. Segmentation has classically been performed eithéhe
note or sub-note (attack/sustain/release) levels. Sewgi@nde-
termines the granularity and local characteristics of #®ulting
mosaic. Longer segments allow more characteristics ofdbece
signals to be heard while the use of smaller segments povide
more fine grained control during unit selection.

2.2.2. Unit Selection

Unit selection is the process of choosing segments to usacht e

point in time of the final mosaic. Units can be chosen based on

any arbitrary criteria. As is the case with target based mesa
ing, techniques such at retrieval by content can be usediigr oo
find a segment of sound that perceptually matches the tangét u
specification. Segments of sound can be compared to thdispeci
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features with a number of different techniques. As is the edth
speech synthesis, unit selection can take into accountniafigon
about previous or future segments in order to improve sakeaid
phase continuity at the point of concatenation [2].

2.2.3. Transformation and Concatenation

The final step consists of combining the chosen units to olaai
continuous signal. Segments can be combined with simple tec
niques such as overlap-add or with more complicated praesdu
such as pitch-synchronous overlap-add (PSOLA), that logpd-
serve continuity across concatenation points. Transfbomasuch

as time and pitch shifting can be performed on chosen segment
before concatenation as needed.

2.3. Limitations of Offline Target Based Mosaicing

Offline target-based mosaicing schemes require fixed tanget
source specifications and therefore allow little interactontrol
over the mosaicing process. The unit selection process#dseof
systems described Bection 2.Xan not be performed in real-time
because they use knowledge about the target in its entirender
to synthesize smooth transitions and to apply global camss
to the resulting mosaic. These techniques can not be geaestal
to real-time mosaicing where the content of target units maty
be initially specified. Additionally, the systems cited abaare
limited by of their use of a classical representation of shuhey
represent the target as individual notes or sub-notes ifothe of

a score or segmented recording. Therefore, the mosaicagedd
by these systems are restricted to the initial segmentattbame
used to represent the target.

3. INTERACTIVE MOSAICING

Any mosaicing scheme that provides a user with real-timérobn

over the content of the mosaic can be considered an integacti
mosaicing technique. Control over content is achievednduttie

2



Proc. of the & Int. Conference on Digital Audio Effects (DAFx-03),

source and unit selection processes. The source selectoass
determines the content from which segments are chosen thikile
unit selection process determines which segments are tadu u
at each particular point in time. The concatenation phass\vas
modifying the chosen content in order to obtain a betterltesu
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requires the ability to synthesize high quality transitidietween
incongruent source segments. Such problems are dealtatmi
catenative speech synthesis by accounting for spectraphase
discontinuity across segment boundaries during both etétton
and concatenation [6, 7]. Many of these techniques are negitp

As long as the user has real-time control over either source work across phone or diphone boundaries and must be gereerali

or unit selection, the technique can be considered a fornm-of i
teractive mosaicing. Even if a target has been fully spet;ifiee
ability to interactively change the sources from which segm
are chosen in real time provides the user with interactiverob
Similiarly, if source selection is fixed then the user caniattn-
teractivity through real-time specification of the targegsents.

3.1. Real-Time Target Specification

Interactivity can be established in target-based schempermnit-
ting the user to dictate parts of the target as needed rdther t
requiring the initial specification of the target in its eaty. Target
units can be specified in real-time as the desired featureadf
segment. As is the case in offline mosaicing, these featumes c
then be used in retrieval by content to choose a segmentsthat e
hibits the specified qualities. There are multiple ways tecsy
the desired features of a segment. One method is to extract fe
tures from an input audio signal. A more direct method is kosal
the user to dictate the features of each target segmentcahibe
done either by manually specifying feature values or by i§pec
ing the target symbolically with MIDI or some other notatiolfi
a symbolic specification is used, a mapping between the sijenbo
description and its equivalent in terms of the features usast
be found. For example, vibrato can be mapped to changescim pit
and energy over time. To add vibrato to a segment, the changes
pitch and energy over time that correspond to the desirediatmo
of vibrato can be incorporated into the segment’s featyreesen-
tion.

One use of real-time target specification is the replacemient
a sound captured in real-time will similar sounds from aettiht
source. In this case, target segments are specified by thedea
extracted from the live source while the segment searctespatc
sists of previously recorded sounds. For example, feataede
extracted from a trumpet in real time and used to find the slose
corresponding sounds in a recording of a trombone. Thectaje
of different segments’ MFCCs can be used to calculate theeper
tual similarity between the target segment and trombonssats
[4]. Techniques such as Radial Basis Transformation carséé u
to warp the extracted trumpet features in order to obtainta be
ter match against the trombone [5]. Because the trumpetplay
is specifying the features of each target in real-time, resesses
interactive control over the system.

to work across segment boundaries for other types of signals

3.2. Interactive Source Selection and Segmentation

Another means of control over interactive mosaicing is tigto
the manipulation of the source selection process. This eatohe
while using a fixed target or when specifying a target in teag.
When using a fully specified target, the target can eitherdeziu
directly or manipulated over time for added control. Intbree
source selection can be added to the example of re-synitigsiz
one instrument with sounds of another by removing the &iri

of the source sounds to those of a single instrument. If ssurc
from multiple instruments are used, the user can specifgobhad
set to use at each point in time. This allows the choice ofurst
ment for the source segments to change during the creatithre of
mosaic. The use of sub-note segmentation allows midnateitra
tions between different sound sets.

In such situations, warping the features of the target esabl
smooth transitions between multiple sound sets and théianeat
“hybrid” instrument sounds. For example, one can createsaimo
that sounds like a cross between a saxophone and a flute. Even
though the sources used come from either a saxophone or a flute
warping the features correctly will ensure that the chosewms
phone sounds have “flutish” qualities while the flute sourtus-c
sen have some qualities of a saxophone. Consider the case avhe
saxophone solo is used as a fixed target while the source sggme
consist of recordings of a flute. If the features from thedtaye
not warped to reflect the qualities of a flute, then the rezgitino-
saic will consist of flute sounds that sound like a saxophone.

With this type of mosaicing the problems encountered in-real
time target specification will still occur, but to a lesseteax. If
the entire target is known, then the techniques used to rEeim
discontinuities at the concatenation points can be usetth@se
techniques do not yet synthesize flawless transitions leetweg-
ments even when the all segments are taken from a singleesourc
These techniques need to be further refined to reduce thearumb
of artifacts and discontinuities to a level acceptable &altime
applications.

3.3. TheSound Sieve

In the example given above, the source instrument, an atigrthat

This technique has a best-case latency equal to the size of th was hand labeled, was used to interactively control thecgose-

target segment used in unit selection. This is the case becau

lection process. It is more interesting to be able to do thisahy

the features of an entire unit need to be known before a sourcearbitrary signal where, rather than using sources thatreoe/k to

segment can be chosen. There are two ways to reduce thisylaten

come from a flute, other sounds which are perceptually sirtala

The simpler solution is to choose the segment that match&s be flute are used. Using techniques such as instrument idextidgfic

at any particular point in time. Once the incoming signaledi a

can be used as a replacement for hand labeling. The potssibiit

sufficient amount from the chosen source segment, a newesourc a sound came from a particular instrument can be found by com-
segment can be chosen. This is one instance where interactiv paring a segment’s cepstral coefficients to clustered $etpstral

control over segmentation proves to be quite useful. Inc¢hise

coefficients extracted from recordings of different instants [8].

segment boundaries are only defined once the entire segment h When using these probabilities as features, a final deciwicie

been played.

identity of the instrument for each segment does not needdaem

The second solution involves using small enough segmentsinstead the probabilities of a sound coming from differentrses

that the latency become perceptually insignificant. Thistam

can be used directly as a means of defining a sub-space ofsourc
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Figure 2: Three Feature Sieve

segments. Instead of warping the target to exhibit specifadiq
ties, here the search space is limited to segments whichthase
qualities. The same effect can be obtained without wariadea-
tures of the target segment through greater control ovesdhece
selection process.
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from a fixed target. This involves replacing segments takemf

an existing recording or a score with their closest coumtespin

a set of sieved segments. This technique functions as a rkore e
egant solution to the problem of “bad segments” encountbyed
Schwarz where segments with undesirable qualities wersetho
during unit selection [2]. Instead of marking individuabseents

for removal from the search space, it is possible with theesie
weed out entire classes of segments during run-time thdiedse-
scribed by some relationship between the bad segmentsirésat

This also provides a new level of control over the qualities o
the resulting mosaic; it restricts the choice of segmenthdse
with the desired qualities, either ruling out undesiratdgrsents
or emphasizing specific qualities in the final mosaic by lingjt
the search space to specific segments. The sieve allowsehe us
to interactively modify the creation of a target-based noby
changing the set of segments from which the unit selectiga-al
rithm chooses at any point in the mosaicing process. Thidean
used to change the textural or timbral qualities of the sedsne
during the construction of the mosaic.

3.3.2. Target Manipulation with th8ieve

Although theSievecan be used as a means of obtaining a set of
segments to be used in conjunction with target based magaiti
can also be used as a unit selection process in and of itsaf. O

The process of isolating a sub-space of segments can be geneway to do this is to sieve an existing target and to concatenat

alized to any set of features. We have named this means afesour
selection th&Sound SieveTheSound Sievases features extracted
from audio signals in order to limit the unit selection séespace
from a set of segments to a subset of those segments describe
by their location in feature space. By finding mappings betwe
features and their perceptual equivalents, it is possiblase the
Sound Sieve isolate segments of a recording that exhibit certain
characteristics.

A simple means of isolating a sub-space is by setting thresh-
olds or ranges for each feature. The segments within thefgabc
ranges will pass through the sieve. This concept is illtisttan
Figure 2where three features, pitchiness, RMS energy, and spec-
tral flux are used to segment a single source. The shadedsarea i
the subspace defined by the feature ranges or thresholdshend
line is the time-varying trajectory of the features over dioeation
of the recording. The dotted lines are segments that aréntie
chosen sub-space and pass through the sieve while theiseld |
represent segments that lie outside of the chosen space.

The process oSievingis analogous to the “blind” segmenta-
tion performed by Tzanetakis [9]. In addition to finding segm
boundaries, th8ieveputs each segment into one of two categories,
those that pass through tBeeveand those that do not. If the right
features and ranges are chosen, one can usBi¢iveto separate
notes from silence, vowels from consonants (GSigerre 3, to find
the segment boundaries between steady and transient ssgohen
a single note, or to isolate any class of segments that car-be d
scribed by some relation within the feature space.

3.3.1. Source Selection with tBgeve

One use of thé&ound Sieves as a means of restricting the search

the segments that pass through in the same order they are take
from the original target. This procedure combines the tadks
source and unit selection into one. In essence, the choigeipit

dt each particular point in time is determined by the soutbhat
pass through the sieve. Because every segment that passeghth
the sieve is heard in the final mosaic, this technique allomes o
to “hear” the perceptual qualities of different parts of fhature
space.

The use of time shifting can be used to preserve the over-
all temporal structure while changing the content of a reicy.
As an example, when this technique is applied to speechlsigna
changing the thresholds to allows only non-pitchy (i.e. sgpi
segments to pass through extends the length of consonamisou
while shortening and eventually eliminating the more piteowel
segments. This is illustrated Figure 3 The top spectrogram
was generated from a male speaker reciting the phrase, {This
an example of male speech.” Ranges for spectral flux andipitch
ness were used to isolate vowels and consonants. Segmeaks wh
passed through the sieve were time shifted in order to miainta
their original location in time.

The chosen sub-space can also be altered over time to achieve
a number of other effects. It is possible to alter manuakyringe
for one feature while automatically expanding and coningcthe
ranges of other features so that a constant number of segment
always pass through the sieve. As the chosen subspace moves,
segments that remaahoserchange in temporal location. Playing
a file in a loop while systematically changing the featuregesn
can be used to create a number of interesting rhythmic sfféar
instance, with a quantitative measure of “beatiness”, fioissible
to automatically change feature ranges in order to prodaatstat

space from which segments are chosen when creating a mosaispecific points in time.
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of male speech”

Figure 3: Vowel/Consonant Is

4. MOSIEVIUS

The purpose oMoSieviusis to faciliate the implementation and
experimentation with interactive mosaicing techniquelse ain
objective of the system is to present a unified interfacedhatvs

the user to interactively control source selection, sedatiem,
unit selection, and synthesis. The system does not impleamen
particular mosaicing technique, but provides an intertacmany

of the common operations performed when sequencing soand. |
short, it is a centralized framework with the functionalitybuild
real-time mosaicing applications such as those describ&b¢-
tion 3. MoSieviuscan be used as the following:

e Ac++ library for building real-time mosaicing applicati®n

e An"out of the box”, standalone interactive audio mosaicing
engine. It includes all of the modules Figure 1, MIDI
and other io support, a custom built interpretive language
(MohAwR for writing interactive mosaicing programs, and
various GUIs for controllingVloSievius

e A backend to extend existing audio programming environ- wi

ments (via plugins).

TheMoSieviugengine transparently handles feature extraction, seg-
ment manipulation and storage, retrieval by content, aauusfor-
mation and synthesis in response to high-level request® rogad
the user.

4.1. Overview

An overview of the system can be seerFigure 1 Features are
automatically extracted from sound files once they are atinitee
sound database by the user. Once a sound is added, it cancbe us
as a target for unit selection or as a source to be used in the mo
saic. Real-time audio can also be added to the database edd us
for these purposes. The three controllable aspects of tlsaioo

ing process, source selection, unit selection, and tramsfiion

and synthesis are implemented by the user. Because thesuser i
given complete control over these processes, the user oact di

olation with tB®und Sieve

the mosaicing process in reference to features of any soutii
database and features extracted from input audio, as webras

trol data such as MIDI messages and messages from the command
line (CLI) or GUI. Once the user chooses a segment to be played
he instructs thé/loSieviusengine to play that segment along with
the effects and transformations which should be appliededisas

the technique which should be used for concatenation.

4.2. Representation

All segments of sound iMoSieviusare represented identically as
an ordered set of sub-segments. The smallest level segrents
individual windows that are taken from the analysis phaskis T
representation was chosen in order to allow multiple leotlseg-
mentation. Each level can be labeled with a user definable tag
based on the type of segmentation performed. As an example, a
signal can first be segmented by note, and then by sub-note to o
tain transients and steady parts of the note. A user can ¢teeve

an attack with particular qualities or a note that contaimatack

ith those qualities from the database. Access is provideulilb-
segment as well as global segment features.

This representation also allows every sound in the system, i
cluding sound which is captured in real-time, to be reprizbn
identically. All sounds or segments in the database can bd us
interchangeably during source selection, unit selecbosynthe-
sis. For example, this representation allows a user to péak b
modified versions of sound that other musicians have pratluce
It also allows one to use features extracted from live audia a
target specification or as a means of controlling source aid u
selection. This allows &oSieviususer to sieve live sound or to

eoerform context-aware mosaicing where the system is avidhe o

Sounds being produced by other musicians.

4.3. Implementation

MosSieviuscurrently runs on Mac OS X, Linux, and Windows.
There are two main components to our implementation. Thiaud
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information retrieval engine and the effects and concdieman-
gine. All feature extraction is performed with tMarsyasframe-
work [9]. An implementation for retrieval by content usindaat

k-nearest neighbor search with the use of arbitrary setsattifes

is provided. A number of effects such as time and pitch stuféire

implemented and optimized to minimize latency. When plgyin
segments, a user can specify whether the engine uses daddap

or PSOLA.

The current implementation can be used in a number of differ-

ent ways. The most straightforward is to write individualsaiz-

ing programs. This allows the use of custom GUIs or other form

of communication as a front end to the systeMoSieviuscan
also be used in combination with interpretive audio progreng

languages for added control. We have writdahAwk an audio
enabled version of the Awk programming language which alow

the rapid prototyping of different mosaicing algorithmdohAwk
leverages the callback structure of Awk to provide an ele@an
though bizarre) and fast means of implementing MIDI cordiae

mosaicing algorithms.

5. CONCLUSION AND FUTURE WORK

We have discussed the process of interactive mosaicing arel h
explored a number of new applications and effects which @&n b
achieved through these new techniques. MoSievius is iifigo
refined, and we look forward to discovering and experimentin

with even more new mosaicing techniques. New features are cu

rently under development, as well as new effects and conatibs
technigues. A number of new means of controlling MoSievies a

also being developed. A MoSievius patch for Max/MSP is under

construction. Also, the inclusion of MoSievius into othealk-time
languages such a&huck[10] is planned. We are considering the

creation of MoSQL, as a simple means for feature-based sampl

storage and retrievaMoSieviugs freely available at:

htt p://soundl ab. cs. pri ncet on. edu/ r esear ch/ nosi evi us/

(1]

(2]
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